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Abstract

Recommender systems play an important role in e-commerce. This paper discusses three classical methods - offline analytics, user study, and online experiment - to evaluate the performance of recommender systems and also analyzes their application scenarios. Some performance evaluation metrics of recommender systems are reviewed and summarized from four perspectives (machine learning, information retrieval, human-computer interaction and software engineering) combined with the above three evaluation methods. These evaluation methods and evaluation metrics summarized in the paper provide the designers with guidance for the comprehensive evaluation and selection of recommended algorithms.
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1. Introduction

With the rapid development of the Internet, human beings are moving towards an era of information overload from the age of information scarcity. Recommender systems are considered as one of the most effective techniques for solving the problem of information overload. Recommender systems are a class of technology that determines the users’ current needs or interests in terms of their historical behaviors, social relationships, interests, and contextual information [1]. Technically, recommender systems span multiple research fields like machine learning, information retrieval, human-computer interaction, data mining, and E-commerce etc. From the application point of view, nowadays these systems have penetrated into all aspects of people's lives [13].

E-commerce is the most successful application area of recommender systems. Amazon provides a personalized recommendation for each ordinary user, such as the recommendation of similar goods, combination recommendation of goods, and reviews of goods and so on. It was reported that 35\% of Amazon's sales revenue comes from the recommendation service section. YouTube recommends videos for users according to their historical interests. Netflix recommends movies that are similar to the movies users used to love. Personalized recommender systems are also widely used in news recommendation, friends’ recommendation from social networking such as Weibo, and internet advertising.

Recommender systems usually consist of four core modules: collecting of users’ behaviors (searching for items, purchasing of items or reviewing of items), predicting users’ preferences by recommender system model/algorithm, sorting and recommendation of items, and evaluating of the recommender system, as is shown in Figure 1. Recommendation algorithm can be roughly divided into item-based collaborative filtering recommendation [5,17], user-based collaborative filtering recommendation [6,10], content-based recommendation [18], knowledge-based recommendation and hybrid recommendation [22].
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The core of recommender systems is the recommendation algorithm, but what is a good recommendation algorithm? This is the problem that needs to be studied in the performance evaluation of recommendation algorithm. In fact, the performance evaluation of recommendation algorithm is the basis of algorithm selection. Any practical recommendation algorithm needs to be evaluated by various datasets to obtain the optimal parameters before deploying to the online system. However, the performance evaluation of the recommender systems is still one of the challenges in the research field of recommender systems [11,26]. The main reasons for this challenge are as follows:

- The performance of recommendation algorithms is different on datasets with different data scales. For example, some algorithms may perform well for small datasets, but as the scale of dataset grows, the accuracy and speed of the algorithms may decrease significantly.
- There are many evaluation indicators for the recommender systems, and some of the indicators are inherently contradictory, such as the accuracy indicator and the diversity indicator. Improving the diversity of the recommended items often reduces the accuracy of recommendation.
- Different evaluation indicators of recommender systems need to be measured by different testing and evaluation methods. For example, Prediction Accuracy can be computed by offline analytics, but serendipity of recommended items needs to be obtained through user studies, and some indicators are obtained through online experiments.

Therefore, on one hand, the performance evaluation of recommender systems can help researchers analyze and evaluate the advantages and disadvantages of various recommendation algorithms objectively, and on the other hand, it can be applied to performance tuning of the systems.

This paper first introduces three performance evaluation methods of recommender systems and analyzes the advantages and disadvantages of these methods, as well as the factors that need to be considered in designing these methods. Secondly, the paper analyzes evaluation metrics of recommender systems from four perspectives: machine learning, information retrieval, human-computer interaction and software engineering. The application scenarios of these metrics are also studied. Finally, the paper summarizes metrics of recommender systems with three evaluation methods.

2. Evaluation methods of recommender systems

In general, a new recommender system needs to complete the performance evaluation of three stages before it is finally launched: offline analytics, user study, and online experiment. Offline analytics does not require user interaction, and only needs to use datasets to calculate the corresponding evaluation metrics, such as the prediction accuracy and coverage. Offline analytics is the easiest way to implement and cost the least among the three types of methods. User study requires testers to use the recommender system, perform a series of tasks, and then answer a set of questions about their experiences on the system, and finally the results of evaluation will be given through statistical analysis. Online experiment executes a large-scale experiment on a deployed recommender system. It evaluates the recommender system by the real tasks executed by the real users. The evaluation results of the online experiment are the closest to the real situations when the recommender system runs online.

2.1. Offline analytics

When making offline analytics, the dataset of the users’ behaviors should be collected in advance in the first place, such as the dataset of the choices or ratings made by users on the items. And these datasets can be used to simulate the interactions between users and the recommender systems. In practice, there are two strategies which can be considered to prepare for the datasets. First is dataset from the logs of users’ behaviors sampled randomly, and second is the entire log dataset before a certain time stamp [16]. It is worth noting that the collected dataset of users’ behaviors should be similar to the true
behaviors of the users’ interaction on the recommender systems. That is to say, the dataset used for offline analytics should be as close as the dataset to be generated from the systems after they are deployed online. In terms of statistics, the users’ behaviors used for offline analytics and evaluation should be as far as possible unbiased. Only based on the above postulated conditions, the offline analytics can make reliable evaluations on the performance of the recommender systems.

The basic method of offline analytics on recommender systems is also the common practice in machine learning, which divides the dataset into the training dataset and testing dataset, and then constructs recommendation models on the training dataset and tests its performance on the testing dataset [8]. The testing method usually will be k-fold cross-validation. In fact, the core idea of offline analytics comes from the evaluations on the algorithms of machine learning and information retrieval.

The advantage of offline analytics is that it doesn’t need the interaction from real users, so it can be implemented at a low cost and can test and evaluate the performance of different kinds of recommendation algorithms quickly. But the disadvantages are that such experiments can usually be used in evaluating the prediction accuracy of the algorithms or Top-N precision of recommendation, and can do little in the evaluation of serendipity or novelty and so on [20].

The main targets of offline analytics are to compare the performance of the recommendation algorithms in some metrics and to filter inappropriate algorithms and to remain some candidate algorithms. Therefore, the more costly user study or online experiment can be carried out for further evaluation and optimization.

2.2. User study

Some testers should be recruited to do user study, and be required to do some tasks using the recommender systems. When testers execute the tasks, observe and record their behaviors, and collect the situations of their tasks, such as which tasks are completed, and how much time is consumed on the tasks and the accuracy of the tasks’ results. We can also require testers to answer some qualitative questions by user study, such as whether they like the UI for the users, or how they feel about the complexity of the tasks, and these results cannot be obtained in offline analytics [24].

User study is an important method for evaluating recommender systems. This method will test the interaction between users and the recommender systems, and can obtain the influence of the recommender systems on the users. User study can also be used in collecting qualitative data, and these data are of great importance in explaining the quantitative results. However, user study also has some weaknesses. First, the cost of user study is very high. In one hand, a large number of testers must be recruited and on the other hand, testers must finish a large number of interacting tasks. Therefore, in common practice, the number of testers and the size of testing tasks should be controlled. Meanwhile, the quality of the data to be collected should be guaranteed in statistical significance.

Besides, the distributions of testers should be considered, such as the distributions in hobbies and interests, sex ration, ages, activity levels, etc. should all be similar to those of the users in a real system. It’s also important that, when collecting data from the users’ tasks, the purposes of the testing should not be told to the testers before testing, in order to avoid the subjective tendency in users’ behaviors and answers, such as accepting more recommended information unintentionally.

2.3. Online experiment

Online experiment is to execute a large-scale testing on a recommender system which is already deployed. Online experiment can be used to evaluate or compare different recommender systems by the real tasks carried out by real users. Online experiment can achieve the most real testing results among the three evaluation methods. The advantages of online experiment are that, the entire performance of the recommender systems can be evaluated, such as long-term business profit and users’ retention, rather than some single metrics. Therefore, online experiment can be used to understand the impact of the evaluation metrics (such as the accuracy in prediction, diversity in recommendation) on the overall performance of the system. The balance of these metrics will be considered when choosing the parameters of the recommendation algorithms.

In many real recommendation applications, the designers of the system wish to influence the behaviors of users using recommender systems. Therefore, when the users interact with recommender systems based on different algorithms, the designer wishes to evaluate the influence of the recommender systems on users’ behaviors through online experiments. Here is an example: if the user clicks only one item, when the system based on algorithm A recommends him five items,
Meanwhile the user clicks four items when the system based on algorithm B also recommends him five items. Then, we regard the recommender system based on algorithm B better than the one based on algorithm A.

The actual effect of the recommender systems depend on various factors, such as the real intention of the users (for example what is their particular demand), the situations of the users (for example what are their familiar items, how much trust they have on the recommender system), and the UI of the systems.

To carry out an online evaluation, the following problems should be taken into consideration. For example, the random sampling of the users, to ensure that the distribution of users for different recommender systems is as similar as possible, and then different recommender systems can be compared fairly. Besides, as one metric is concerned, the other influence factors should be consistent. For example, if the prediction accuracy of the algorithm is concerned, then the UI of different recommender systems based on different algorithms should be the same, and if the UI is concerned, then the algorithms that different recommender systems based on should be the same [9].

It is worth noting that, there is some risk in online experiment. For example, if a recommender system recommends too many unrelated items during online experiment, then the users’ trust on the recommender system will be reduced rapidly and will not care for the items being recommended after the real system is deployed finally. This is the worst and most unacceptable situation in commercial practices.

Based on the above reasons, online experiments are often placed at the last period among the three kinds of evaluation methods. Generally speaking, offline analytics is used to evaluate and compare the algorithms of different recommender systems and achieve some most appropriate candidate recommendation algorithms. Then in the user study phase, by recording various users’ tasks interacting with recommender systems, evaluating the acceptance of the testers at candidate recommending algorithms, a further choice is made on candidate recommendation algorithms and the optimization of the parameters of algorithms. And at last, the most appropriate recommender system will be picked up by online experiment. The progressive evaluation process will reduce the risk of online experiment, and accomplish satisfying recommendation results.

3. Performance evaluation metrics of recommender systems

3.1. Perspective of machine learning

In the literature of recommender systems, a variety of machine learning algorithms were used to predict user ratings, including regression, SVD, PCA, probability inference, and neural network and so on [28,32]. Therefore, the prediction accuracy from the perspective of machine learning is naturally applied to the evaluation of the accuracy of users’ ratings of recommender systems.

The metric of prediction accuracy is essentially about the error of prediction. This metric is a common metric in evaluating various machine learning algorithms, such as regression or classification. This metric used in evaluating recommender systems is mainly used to measure the ability to predict users’ behaviors. Prediction accuracy is the most important metric in the offline analysis of recommender systems. This metric is commonly used in early papers of recommender systems researches to discuss the accuracy of different recommendation algorithms.

When calculating prediction accuracy, you need a set of offline dataset that contains users’ scores, such as users’ ratings for a product or movie. The dataset is divided into training set and testing set. A users’ rating prediction model is trained on the training set, then the prediction of users’ rating is computed on the testing set. The error is the deviation between the predicted rating and the real rating. There are three metrics to measure the prediction accuracy: Mean Absolute Error (MAE), Mean Square Error (MSE) and Root Mean Square Error (RMSE), and the formulas are as follows:

Mean Absolute Error:

\[
MAE = \frac{1}{|Q|} \sum_{(u,i)\in Q} |r_{ui} - \hat{r}_{ui}|
\]  

(1)
Mean Square Error:

\[ MSE = \frac{1}{|Q|} \sum_{(u,i) \in Q} (r_{ui} - \hat{r}_{ui})^2 \]  

(2)

Root Mean Square Error:

\[ RMSE = \sqrt{\frac{1}{|Q|} \sum_{(u,i) \in Q} (r_{ui} - \hat{r}_{ui})^2} \]  

(3)

where \( Q \) is the test set, \( r_{ui} \) represents the user’s true ratings, \( \hat{r}_{ui} \) represents the prediction ratings of the recommender system. MAE is the simplest, but it does not take into account the direction of the error (positive error or negative error). MSE has a larger penalty on large errors and the squared error does not have an intuitive meaning. Therefore, RMSE is more widely used in computing the prediction accuracy of the recommender system.

It is worth noting that while using the prediction accuracy to compare the recommendation algorithms, it is necessary to use the same dataset for different algorithms. Although the prediction accuracy is mainly concerned with predicting users’ rating, this metric often has guiding significance to the overall performance of recommender system [6].

3.2. The perspective of information retrieval

Recommender systems are also regarded as a special case of information retrieval systems, which retrieve the related information from the user’s historical data [14,25].

Although the prediction accuracy is an important metric of evaluating a recommender system, sometimes the user does not care about the specific numerical accuracy, such as the user does not care about whether a rating of a movie is 4.9 or 4.8; the user is concerned about whether the film is wonderful or not.

So it is necessary to study metrics of decision support and ranking. The target of decision support is to help users to choose “good” items while the metrics of ranking are concerned with the order of the recommended items that users like.

3.2.1. Precision, Recall and F-measure

A recommender system usually recommends a list of items for users. They are generally arranged in horizontal or vertical. Users generally only care about the front parts of several items and few users will care about the back parts of the items, such as the items listed on page 20. This way of recommendation is called Top-\( n \) recommendation. We can use the precision, recall and F-Measure from information retrieval field to evaluate the performance of recommender system. The formulas are as follows:

\[ Precision = \frac{N_{rs}}{N_r} \text{ or } Precision@n = \frac{N_{rs@n}}{n} \]  

(4)

\[ Recall = \frac{N_{rs}}{N_r} \]  

(5)

\[ F - \text{Measure} = \frac{2 \times Precision \times Recall}{Precision + Recall} \]  

(6)

where \( N_{rs} \) the number of the recommended items that user prefer, \( N_r \) is the number of the recommended items and \( n \) is the first \( n \) recommended items. \( N_r \) the number of items that user prefer.

The precision of recommendation describes the proportion of items that users prefer, and the recall describes the proportion of the user favorite items that are not missed. F-Measure is a compromise between the precision and the recall. In the application of recommendation, users generally pay more attention to the precision of the top-\( n \), rather than the recall.
3.2.2. Mean Average Precision

The mean average precision (MAP) is the average of multiple recommendation precision. The more precision the recommended items are, the higher the MAP is [29], and the formula of MAP is as follows:

\[
MAP = \frac{\sum_{q=1}^{Q} Avep(q)}{Q}
\]

\[
Avep(q) = \frac{\sum_{k=1}^{n} p(k) \times rel(k)}{\# relevant item}
\]

where \(Q\) is the number of recommendation, \(k\) is the rank, \(rel(k)\) represents the relativity function given rank \(k\), \(p(k)\) represents the precision given rank \(k\).

3.2.3. ROC Curve

ROC is an acronym for "Receiver Operating Characteristic," which was originally used as an analysis tool for signal detection. In recent years, ROC analysis has been widely used in the field of information retrieval and machine learning algorithms evaluation [7]. The ROC curve is a two-dimensional coordinate graph, the X-axis is the false positive rate (FPR) and the Y-axis is the true positive rate (TPR). The ROC curve shows the correspondence between FPR and TPR, as is shown in Figure 2.
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We can adjust the parameters of the recommender system through the ROC curve, such as finding the compromise between the FPR and TPR. In addition, the performance of different recommender systems can also be compared by AUC (the Area Under the ROC curve).

3.2.4. Mean Reciprocal Rank

The concept of Mean Reciprocal Rank (MRR) comes from the information retrieval system, which means the more relevant retrieval results should be ranked ahead. When metric of MRR is applied to the recommender system, it can measure whether the recommender system places the user's favorite items in the front [2]. The MRR is defined as follows:

\[
MRR = \frac{\sum_{q=1}^{Q} 1/rank_i}{Q}
\]

where \(Q\) is the number of recommendation, \(rank_i\) are the user's favorite items in the list of recommendation rankings. Obviously, the larger the value of MRR is, the better the performance of the recommender system is.
3.2.5. Spearman Rank Correlation Coefficient

Spearman rank correlation coefficient (SRCC) is used to calculate the Pearson correlation coefficient between the ranking of the recommended items and the ranking of the ground truth [11,26]. The SRCC is defined as follows:

$$RCC = \frac{\sum_i (r_1(i) - \mu_1)(r_2(i) - \mu_2)}{\sqrt{\sum_i (r_1(i) - \mu_1)^2} \sqrt{\sum_i (r_2(i) - \mu_2)^2}}$$  \hspace{1cm} (10)

where $r_1(i)$ and $r_2(i)$ the ranking of the recommended items and ground truth, and $\mu$ is the average of ranking. If the ranking of the items recommended by system is the same as the real rankings, the value of SRCC is 1.

3.2.6. Normalized Discounted Cumulative Gain

Spearman rank correlation coefficient does not actually consider the position of rankings, in other words, the penalty for all error rankings are the same. Therefore, in recent years, Normalized Discounted Cumulative Gain (nDCG) has been widely used in the evaluation of recommender systems [12]. The nDCG is defined as follows:

$$nDCG = \frac{DCG(r)}{DCG(r_{\text{perfect}})}$$  \hspace{1cm} (11)

$$DCG(r) = \sum \text{disc}(r(i))u(i)$$  \hspace{1cm} (12)

where disc(r(i)) is a discount function based on the ranking, which makes the ranking of the preceding items is more important; $u(i)$ is the utility of the items in the recommendation list, such as the user's rating or click, browse or purchase. $DCG(r_{\text{perfect}})$ represents a perfect ranking of discounted cumulative gain.

3.2.7. Coverage

In the recommender system, the coverage of items refers to the proportion of items recommended to total items [26]. The coverage of items is defined as follows:

$$\text{coverage} = \frac{\sum_{u \in \Omega} I(u)}{I}$$  \hspace{1cm} (13)

where $I(u)$ is the number of items recommended for a user, $I$ represents the total number of items. Coverage is an important evaluation metric of recommender systems because it can describe the ability of mining the range of recommendation items. A good recommendation system requires not only high prediction accuracy but also high coverage.

3.3. The perspective of human-computer interaction and user experiences

Recommender systems provide recommended items for users through the interactions with users. Therefore, recommender systems shouldn’t be simply regarded as recommendation algorithms, but should be also evaluated from the perspectives of human-computer interaction and users’ experiences [27].

3.3.1. Diversity

In Recommender systems, the definition of the diversity of items is just opposite to that of similarity. In some situations, it makes no sense to recommend similar items for the users in practice. For example, if the user has already bought a sport watch with GPS function, generally speaking, he will not be interested in other similar sport watches from other brands recommended by the recommender system. But if the recommender system can recommend him some other items, like the heart rate belt or sport music CD, it can make much better recommendation results. Hence, while designing a recommender system, not only the accuracy of prediction, but also the diversity of recommendation products should be concerned, so as to satisfy different requirements of users [30].
3.3.2. Trust

Trust means the trust level that the users have on the recommendations made by recommender systems. If the recommender system recommends some items for a user, the user is acquainted with the items, and like all the items, and then he will think that the recommender system has provided appropriate items and will trust the system. On the contrary, if the user is not interested in the items recommended by the recommender system, then he will lose trust in the system. Trust on the recommender system can be obtained from users’ survey, which is enquiring on the users to know if they trust the results of the recommender system or not. At present, the main method used in recommender systems to win the trust from the users is to explain the reasons of recommendation, by telling the users why these items are recommended to him, such as another user who has the same hobbies and interests is also fond of these items, etc. The reasonable explanations can enhance the users’ trust on the recommender system [23].

3.3.3. Novelty

The novelty of the recommender system means to recommend items that users are not familiar with [4]. In an application that needs to recommend novel items, the most obvious and easy-realizing method is to filter the items that the user has already bought or rated. However, in many situations, the users will not tell the recommender system that they have already known all these items. This simplest method cannot filter all the items the users already known efficiently. Another method to improve the novelty is by using the average popularity of the recommended items, and this means the more popular a recommended item is the less novelty it has and to recommend some less popular items will make the users feel novelty. At present, the novelty of the recommender system can be acquired through users’ survey. A commercial recommender system should balance the prediction accuracy, the diversity and novelty in the recommendation.

3.3.4. Serendipity

In a recommender system, the serendipity means the serendipitous levels that the system can bring about [31]. For example, if a user like the films stared by a certain film star, then he will feel like it or have some novelty when the system recommends him some early films stared by the film star, but he will not feel surprised or unexpected. A random recommendation will bring serendipity to the users, but if too many unrelated items are recommended, the trust on the recommender system will be reduced. Therefore, it is becoming more and more concerning to the researchers on how to balance prediction accuracy and serendipity. To evaluate serendipity levels, first the similarity between the recommended items and the previous preferred items of the user should be defined, and second, the satisfaction of the users on the recommended items should be statistically recorded. The first step can be calculated through offline analytics and the second step should be accomplished by users’ survey.

3.4. The perspective of Software engineering

In this section, we will evaluate the performance of recommender systems from the perspective of software engineering.

3.4.1. Real-time

In the era of big data, increasing attention is paid to the real-time of the recommender system, as many items have real-time traits, such as news, new arrivals, etc. If a commercial website can recommend the users their favorite new arrivals in the first time, it can win adequate web flows and gain opportunities. The real-time of the recommender system includes two aspects: one is a real-time recommendation of the newly added items in the system to the users, and the other is a real-time recommendation of new items to a user according to his or her current behaviors (like purchase or click, etc.) [19]. Frameworks based on a parallel algorithm can be considered to improve the real-time of the recommender system, such as Apache Mahout or Apache Spark MLlib.

3.4.2. Robust

On one side, robust is the stability of the recommender system when facing false information which is aimed to influence the recommendation results. The algorithms of many recommender systems based on users’ behaviors (like purchase or click, etc.), therefore false changes on users’ behaviors may affect the recommendation results, and such situations are also called attacks on the recommender systems [21]. For example, the manager of a hotel may wish to improve the users’ rating
on his hotel, and then he can register many false users to make higher rating and positive remarks on his hotel. Meanwhile, he can also make lower rating and negative remarks on his rivals. Therefore the robust of a recommender system means its ability to resist cheating behaviors, and this is similar to the search engine’s ability against cheating. With regards to such attacks, an attacking model can be built and be used for the detection of users’ abnormal behaviors [3]. Besides, recommender systems can adopt a more expensive users’ behaviors data such as a real purchase from users instead of just rating.

On the other side, robust is the stability of the recommender system against extreme events, such as massive users’ requests in a certain period of time. This kind of robust is related to the infrastructure and architecture of the recommender systems, such as the scale and reliability of hardware, the database software, etc. The recommendation algorithms based on parallel computing, such as the recommender systems based on Hadoop MapReduce programming model, will generally have higher robustness.

3.4.3. Scalability

When a recommending system is just newly online, its database (the number of items and users) is generally small-sized, and some maybe simulating data. And this problem is also called the cold start problem for recommending systems [15]. Since the aim of designing a recommending system is to recommend satisfying items to the users based on a real database, with the increasing growth of database, the recommending algorithms may slow down and require for extra calculation or storage resources. Therefore, scalability should be considered when designing a recommending system, and resources consumption should be monitored while the system is operating. For example, recommending algorithm A may have better prediction accuracy on a small-sized database compared with algorithm B, but with the growth of database, the prediction accuracy of algorithm A becomes near to Algorithm B, meanwhile the speed of algorithm A may be much slower than algorithm B, and thus it is difficult to say whether the recommending algorithm A is better or not.

<table>
<thead>
<tr>
<th>Perspectives</th>
<th>Indicators</th>
<th>Evaluation Content</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine learning</td>
<td>MAE</td>
<td>Prediction Accuracy</td>
<td>Offline analytics</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information Retrieval</td>
<td>Precision@n</td>
<td>Precision of Recommendations</td>
<td>Offline analytics</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ROC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MRR</td>
<td>Ranking precision of recommended items</td>
<td>Offline analytics</td>
</tr>
<tr>
<td></td>
<td>SRCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>nDCG</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coverage</td>
<td>Coverage of users or items</td>
<td>Offline analytics</td>
</tr>
<tr>
<td>Human-computer interaction and user experience</td>
<td>Diversity</td>
<td>Diversity of recommended items</td>
<td>Offline analytics or user study</td>
</tr>
<tr>
<td></td>
<td>Trust</td>
<td>User trust on the recommender system</td>
<td>User study</td>
</tr>
<tr>
<td></td>
<td>Novelty</td>
<td>Novelty of recommended items</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Serendipity</td>
<td>Serendipity of recommended items</td>
<td></td>
</tr>
<tr>
<td>Software engineering</td>
<td>Real-time</td>
<td>Real-time performance of recommender systems</td>
<td>User study Or online experiment</td>
</tr>
<tr>
<td></td>
<td>Robustness</td>
<td>Robustness of recommender systems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scalability</td>
<td>Scalability of recommender systems</td>
<td>Online experiment</td>
</tr>
</tbody>
</table>
4. Conclusions

This paper introduces three performance evaluation methods on recommender systems, including offline analytics, user study, and online experiment. Then, the advantages and disadvantages of three performance evaluation methods are discussed. Next, the paper states the application scenarios of evaluation methods and analyzes the workflow to apply these methods. Finally, the paper analyzes and concludes the various evaluation metrics for recommender systems from the perspectives of machine learning, information searching, human-computer interaction and, and software engineering as shown in Table 1. Generally speaking, designers should choose the evaluation metrics and make comprehensive analysis according to the specific tasks and aims of recommender systems, and therefore select the most optimized recommendation algorithm for the recommendation applications.
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