A 3D Segmentation Method for Pulmonary Nodule Image Sequences based on Supervoxels and Multimodal Data
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Abstract

Three-dimensional reconstruction can reflect the dynamic relationship between lung lesions and surrounding tissues. It is easy to obtain an intuitive understanding of the shape, size, appearance and surroundings of pulmonary nodules, such as pleura or blood vessels. Three-dimensional reconstruction greatly improves the quality of surgery and reduces risk. This technique can help doctors to understand disease better and can guide operations in complex anatomical areas; therefore, it is worth recommending its clinical use. Therefore, our paper proposes a 3D segmentation method for use with pulmonary nodule image sequences based on supervoxels and multimodal data. First, we segment the lung parenchyma into superpixels. Then, we register PET/CT images using mutual information to roughly locate pulmonary nodule areas, matching the accurate pulmonary nodule areas using a multi-scale circular template matching algorithm. Finally, an improved three-dimensional supervoxel region-growing algorithm is proposed to reconstruct three-dimensional pulmonary nodules. The experimental results show that compared with the 3D region-growing algorithm, our algorithm can reconstruct complex pulmonary nodules more accurately and reduce time complexity.
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1. Introduction

Lung cancer is one of the most common causes of cancer-related death worldwide [29]. With the emergence and development of medical imaging technology, people can image the human body and its internal organs using two-dimensional digital image sequences. Computed tomography (CT) [7] scanning technology provides good density resolution for human lesions and is currently the most effective and direct imaging method for the early diagnosis of lung cancer. Positron Emission Tomography (PET) [4] is a nuclear medicine functional imaging technology that uses the tracer principle to show each organ's tissue metabolism and is the most advanced image detection technology in the field of nuclear medicine.

PET/CT technology [1] fully combines PET functional images and CT structural images and provides information from two kinds of scanning information at the same time, ultimately providing more information than single-scan technology. Providing more accurate positioning of the lesion area on PET/CT images can improve the detection efficiency significantly. The clinical application of these medical imaging techniques has led to great advances in medical diagnosis and treatment techniques. However, despite initiatives to promote early diagnosis, physicians do not always make the best use of the data acquired from imaging devices [22,31]. Two-dimensional tomographic images can only express cross-sectional information; therefore, it is difficult to establish the three-dimensional structure of the lesion area.

This method can improve the scientific accuracy of medical diagnosis and treatment planning. Transforming two-dimensional CT sequence images into an image with an intuitive stereoscopic effect can show the three-dimensional structure and morphology of human organs, thus providing anatomical information that cannot be obtained by traditional methods. In addition, this technique provides a visual interaction method for use in simulating operations. The three-dimensional
reconstruction and visualization of medical images has been proposed in this context and has been widely researched and used.

A. Farag [10] targeted the processing of CT images by performing the steps of threshold segmentation, modeling and nodule segmentation in two dimensions. S. S. Sun [30] proposed a method based on k-means clustering and flowing entropy combined with geodesic distances to solve the segmentation problem of juxta-vascular nodules, and this method proved effective for complex juxta-vascular nodules. However, the authors only segmented two-dimensional images and did not extend their study to three dimensions; furthermore, they were unable to intuitively display the appearance of the pulmonary nodules and their relationship with surrounding tissues. C. Revol-Muller [28] proposed a set of values termed “the assessment function” to determine an optimal homogeneity criterion, which automatically segmented trabecular bone samples in three-dimensional images using the 3D region-growing method. However, region growing acts at the pixel level, resulting in high complexity and requiring lengthy times. W. Wu [35] proposed a novel transform method for the automatic delineation of liver on CT volume images using supervoxel-based graph cuts; this method detected the liver accurately with significantly reduced processing time. B. Irving [15] proposed a novel method for tumor detection based on signal enhancement characteristics, which automatically segmented a colorectal tumor in DCE-MRI using supervoxel neighborhood contrast characteristics to reduce the time complexity. S. Wu and J. Wang [34] described a method that recognizes nodules based on 3D geometric information through the processes of interpolation, segmentation, and suspicious area searching and recognition for automatic nodule detection on serial CT scans based on their shape features. T. W. Way [33] developed a computer-aided diagnosis system to segment the nodule from its surrounding structured background in a local volume of interest and extract image features for classification. Image segmentation was performed using a three-dimensional active contour method. However, the authors did not consider the characteristics of the tumor itself; therefore, the reconstruction results were not very precise. S. Kobashi [16] proposed a method for cerebral vascular segmentation based on a neural network. Blood vessels were binarized according to a user-selected threshold and were segmented using a watershed method, which segmented the cerebral vascular system using a neural network algorithm. The method did not require too much artificial intervention; however, the large number of neural network parameters, high complexity, and long training time rendered it difficult to segment small branches.

Most literature reports have focused on two-dimensional images or liver and brain image segmentation algorithms, but the segmentation method used for pulmonary nodules only shows information on one slice of lung parenchyma. In practical applications, to understand and diagnose lung images better, it is necessary to include information on nodule size, location, and direction and their relationship with surrounding tissues. Therefore, it is important to study the application of segmentation algorithms to three-dimensional pulmonary nodule images. In view of the above problems, our paper proposes a 3D supervoxel pulmonary nodule segmentation method based on multimodal sequence lung image data that fully combines lung lesion information provided by PET/CT image data. Experiments show that our method can significantly reduce time complexity and improve the accuracy of segmentation and reconstruction.

2. Method

![Image of pulmonary nodule image sequences](Figure 1. The generation of pulmonary nodule image sequences.)

We propose a complete segmentation method for use with pulmonary nodules in PET/CT image sequences; this method is based on the lung parenchyma results obtained in our previous work [18] using a cluster of superpixels with a self-generating neural forest to obtain lung parenchyma image sequences. Our method uses these lung parenchyma results to register PET/CT images based on mutual information and then uses a multi-scale circular template matching algorithm to obtain accurate
nodule areas. We then select a seed point automatically and design the growth criteria for improved supervoxel 3D region-growing to reconstruct 3D pulmonary nodules. A diagram of our proposed method is shown in Figure 1.

2.1. Superpixel Segmentation for Use with Lung Parenchyma

Our previous method [18] used the position of lung parenchyma image features to obtain lung parenchyma ROI image sequences. A gradient and sequential linear iterative clustering algorithm for sequence image segmentation is then proposed to segment the ROI image sequences and obtain superpixel samples. The SGNF, which is optimized by a genetic algorithm, is then utilized for superpixel clustering. Finally, the gray and geometric features of the superpixel samples are used to identify and segment all the lung parenchyma image sequences. A result showing lung parenchyma image sequences segmented by superpixels is shown in Figure 2.

![Figure 2: Segmentation results for lung parenchyma image sequences.](image)

Because of the large number of image sequences, we selected six lung CT images from the top to the bottom of the lung in our dataset (first row in Figure 2) and then used one image out of every thirteen to demonstrate the process and the results of lung image segmentation. The second row in Figure 2 shows the results of lung parenchyma based on superpixels with a self-generating neural forest. The third row in Figure 2 shows the final lung parenchyma result. Our method is based on these lung parenchyma results and enables the segmentation and reconstruction of pulmonary nodules.

2.2. PET/CT Registration based on Mutual Information

The registration of multimodal images of the same subject provides a way of fusing different types of information and is very important for medical diagnosis and computer-aided surgery [23]. Multimodal registration methods include CT-MRI, CT-PET, PET-MRI, PET-US, and US-CT.

Mutual information (MI), which measures the statistical dependency between two images, has been successfully applied to multimodal image registration. P. Viola [32] first used mutual information as a similarity measure for image registration issues. For two random variables A and B with entropies \( H(A) \), \( H(B) \), and \( H(A,B) \) and probability distributions \( P_A(a) \) and \( P_B(b) \), their mutual information \( MI(A, B) \) is defined according to (1).

\[
MI(A, B) = H(A) + H(B) - H(A,B) = \sum_{a,b} P_{AB}(a,b) \cdot \log \frac{P_{AB}(a,b)}{P_A(a) \cdot P_B(b)}
\]

MI is an image similarity measure that is widely used in medical image registration. Two images being registered can be considered as two random variable sets of the images’ gray scale values; for the floating image A and the reference image B, \( a \) and \( b \) are the gray values of voxels associated with the two images and are connected by coordinate transformation. Their edge probability distributions and joint probability distributions \( P_A(a) \), \( P_B(b) \) and \( P_{AB}(a,b) \) are the probabilities of having gray-scale values \( a \) and \( b \) in the image. When the two images reach the best registration position, \( MI(A,B) \) reaches its maximum value [21]. The MI registration method is recognized as one of the best retrospective registration methods for registration accuracy and robustness. We use the MI registration method to obtain the approximate location of the nodules.

To eliminate the influence of active regions such as the heart on the results of the experiment, we used lung parenchyma results to register the images, as shown in Figure 3.
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Figure 3. The registration results of PET/CT images based on MI for lung parenchyma image sequences. Column (a) shows five original lung CT images from top to the bottom. Column (b) shows the segmentation results for the lung parenchyma shown in (a). Column (c) shows the interpolation results for the PET images shown in (a). Column (d) shows the results of registration based on the MI of (a). Column (e) shows the results of registration based on MI for the lung parenchyma images shown in (b).

Because the PET image size is $128 \times 128$ but the CT image size is $512 \times 512$, we used a linear interpolation method to expand the PET images to $512 \times 512$ so that they could be registered with the CT images.

2.3. Multi-scale Circular Template Matching Algorithm

Template matching algorithm is a digital image processing technique for finding small parts of an image that match a template image \[3\]. This technique can be used to detect edges for image registration \[19\].

Our paper proposes a template matching method to accurately search for nodule regions based on the approximate results obtained using MI registration. Because the pulmonary nodules are surrounded by lung tissues, they are similarly circular in shape. Therefore, we selected a circular template.

Standardized Uptake Value (SUV) is most commonly used semi-quantitative parameter for analyzing PET images in routine clinical practice.

PET images are stored as DICOM files \[2\]. DICOM files are the main source used to analyze and calculate SUV. These files can be divided into two parts: the image and metadata. The image displays the image information, and the metadata saves data such as injection dose, type of scan, patient weight, patient name, etc. SUV in DICOM are calculated as shown in (2).

\[
SUV_{\text{bodyweight}(kg/ml)} = \frac{\text{tissue concentration}_{(Bq/ml)}}{\left( \frac{\text{injected dose}_{(Bq)}}{\text{body weight}_{(kg)}} \right)} \tag{2}
\]

In humans, different organs have different levels of metabolism. Usually, the heart, brain, blood vessels, and kidneys have a higher metabolism. In the same organ, tumors generally have a higher metabolism, and this feature is used for the diagnosis of cancer.

SUV are widely used to distinguish between malignant and benign tumors. The mean SUV is better able to reflect whether the region contains pulmonary nodules. Experiments show that when the mean SUV is 2.5 or greater in the lung parenchyma region \[24\], we can determine that the tumor area is located in the pulmonary nodule area. Thus, we chose an SUV of 2.5 as our criterion for the diagnosis of pulmonary nodules.
To improve the efficiency of the algorithm, we proposed a multi-scale circular template matching algorithm. Initially, a large circular template is used to locate nodule’s position; a small template is then used to determine the edge information of the nodules. Using a large template, the smallest nodules will occupy approximately 1/40 of the area of the template, and the largest nodules will occupy approximately 1/4 of the area of the template. To ensure that the smallest nodules will be found by calculating the SUVs for normal tissues of lung PET images, we chose an SUV threshold in the initial template of 1.5 to ensure the sensitivity of the template.

The parameters were set as follows: the radius of the template = $T_i$. Initial threshold = $S_i$. Minimum template radius $T_{\text{min}}$ = 3 mm. Maximum SUV threshold $S_{\text{UVO}} = 3.0$. Initial template radius $T_j = 30$ mm (a pulmonary nodule is defined as a focal opacity with a diameter between 3 and 30 mm [13]). Initial threshold $S = 1.5$. Traversing the parenchyma image, the moving distance is equal to the radius of the circle $T_i$. The mean SUV of the template is calculated; if $S_{\text{mean}}$ is greater than 2.5, then the area is marked as a pulmonary nodule area. If the area $S_{\text{mean}} > S$ and $< 2.5$, then (3) is used to calculate a smaller radius template to continue the assessment. If the $S_{\text{mean}} > 2.5$ in the smaller template, then this area is marked as a pulmonary nodule area. Template matching is ended when $T_i$ reaches the minimum value $T_{\text{min}}$. The whole area of the lung parenchyma image is traversed, and the pulmonary nodules are located directly in the lung parenchyma. A schematic diagram of the multi-scale circular template matching algorithm is shown in Figure 4. The results obtained using the multi-scale circular template matching algorithm is shown in Figure 5. The multi-scale circular template matching algorithm is shown in Algorithm 1.

$$T_{i+1} = T_i \cdot \left( \frac{S_{\text{mean}}}{S_{\text{UVO}}} \right)^2$$

(3)

Figure 4. Diagram of multi-scale circular template matching algorithm.

Figure 5. The results obtained using the multi-scale circular template matching algorithm. (a) shows the results of registration based on the MI of the original lung CT images; (b) shows the results of registration for lung parenchyma images; and (c) shows the nodule results area obtained using the circular template matching algorithm shown in (b).

We obtain the pulmonary nodule area after using the multi-scale circular template matching algorithm; then, we compare the results with the area of lung parenchyma we previously obtained. Thus, we can obtain the sequence of pulmonary nodules, which were segmented by superpixels, whereby an accurate pulmonary nodule profile can be obtained. We then perform an AND operation with the original CT and finally obtain the accurate pulmonary nodule area. The experimental procedure is shown in Figure 6.
Algorithm 1 Multi-scale circular template matching algorithm

1. Set the initial template radius $T_1 = 30$ mm, threshold $S = 1.5$;
2. Use a circular template with radius $T_1$, and obtain a match with the origin of the input image;
3. Calculate $SUV_{\text{max}}$ using the circular template; if $SUV_{\text{max}}$ is greater than 2.5 go to 6; otherwise, go to 4;
4. If $SUV_{\text{max}} > S \&\&< 2.5$ in the template, then calculate $T_{i+1}$, generate a smaller template with new radius, and go to 3;
5. Repeat steps 3-4 until $T_i = T_{\text{min}}$ or obtain a template match;
6. Mark the area as a pulmonary nodule area; move the template a distance of $T_i$ mm, and go to 3;
7. Repeat steps 2-6 until all sequences in the PET images are matched.

2.4. Improved Supervoxel 3D Region-growing Method

The concept of superpixels was first put forward by X. Ren [27] in 2003. A superpixel is a collection of pixels with similar characteristics such as color, brightness, and texture. An image can be composed of a certain number of superpixels that contain multiple combinations of pixel characteristics and can preserve the edge information of the original image. Compared with a single pixel, a superpixel contains rich characteristic information and can greatly reduce image processing complexity and significantly increase the speed of image segmentation. Traditional superpixel segmentation uses a simple linear iterative clustering (SLIC) process and, when improved by G. H. Gu, A. A. Hammoudi, M. Liu and A. Moore [11, 12, 20, 25], it was applied to single image segmentation. Y. Chen, J. H. Chu [5, 6] applied this method to medical images.

In SLIC, each pixel in the sequence of lung CT images can be represented by a five-dimensional feature vector ($[l, a, b, x, y]^T$). The similarity between the pixels can be measured by the Euclidean distance between them. A pixel’s feature vector comprises its color vector $[l, a, b]$ in CIELAB color space and its space coordinate vector $[x, y]$, where $x$ and $y$ are the pixel coordinates. An original CT image with $N$ pixels is divided into $K$ superpixels, and each superpixel contains approximately $N/K$ pixels; therefore, the average length of each superpixel $S$ is approximately $\sqrt{N/K}$. Taking one cluster center for every $S$ pixels and taking a $2S \times 2S$ distance around this cluster center as the search space, a search for similar pixels is performed.

In SLIC, the similarity of $D_i$ between the pixels can be calculated based on their color feature distance $D_{lab}$ and their space feature distance $D_{xy}$. The formulae used to calculate $D_{lab}$, $D_{xy}$ and $D_s$ are as follows (4-6):

$$D_{lab} = \sqrt{(l_i - l_j)^2 + (a_i - a_j)^2 + (b_i - b_j)^2}$$

$$D_{xy} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$$

$$D_s = \frac{D_{lab} + \alpha D_{xy}}{\sqrt{1 + \alpha^2}}$$

In these formulae, $i$ is the i-th super-pixel clustering center, $j$ represents a pixel in the search area, and $\alpha$ is a parameter used to adjust the weight of $D_{lab}$ and $D_{xy}$. 

---

Figure 6. Experimental flow.
In this paper, we extend the concept of a two-dimensional superpixel to a three-dimensional supervoxel. A supervoxel is a collection of voxels with similar characteristics, and a 3D image can comprise several supervoxels. Supervoxels contain multiple combinations of the voxel characteristics and can preserve the edge information of the original image; they may also contain abundant characteristic information and can include statistical information relating to many individual voxels.

Because medical images are grayscale images, we only use $L$ in CIELAB color space and its 3D space coordinate vector $[x, y, z]$, where $x$ and $y$ are the pixel coordinates, and $z$ is the serial number of the image; the SUV value $w$ is used for the current coordinates of PET images. This five-dimensional feature vector $(l, x, y, z, w)^T$ is used to represent every supervoxel.

In our method, for original CT image sequences with $M$ voxels that needs to be divided into $L$ supervoxels, each supervoxel contains approximately $M/L$ voxels. Taking a cluster center between every $S$ voxel and taking $2S \times 2S \times 2S$ distance around this cluster center as its search space, a search for similar voxels is conducted. The similarity between two voxels in sequence images $D_s$ can be calculated based on their color feature distance $D_l$, space feature distance $D_{xyz}$, and the SUV difference $D_w$ between the voxel and its cluster center. The formulae for calculating the value of $D_l$, $D_{xyz}$, $D_w$, and $D_s$ are as follows (7-10):

$$D_i = \sqrt{(l_j - l_i)^2}$$

(7)

$$D_{xyz} = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}$$

(8)

$$D_w = \sqrt{(suv_j - suv_i)^2}$$

(9)

$$D_s = \frac{D_c + \alpha D_{xyz} + \beta D_w}{\sqrt{1 + \alpha^2 + \beta^2}}$$

(10)

Where $i$ is the $i$-th supervoxel clustering center, $j$ represents a voxel in the search area. $\alpha$ is a parameter used to adjust the weight of $D_{xyz}$, and $\beta$ is a parameter used to adjust the weight of $D_w$.

The traditional two-dimensional region-growing method begins with one or several seed points or seed area; based on certain growth criteria, the neighborhood pixels in a two-dimensional image are assessed and connected until all the pixels are completely connected [9]. The region-growing method generally involves three main issues: the selection of the seed point, the growth criteria used, and the termination condition. The results of region-growing are directly related to these three issues.

3D region-growing methods [8] generally begin with the seed point and some manually chosen growth criteria, and the voxels' neighborhoods are merged into the seed areas that meet the growth criteria. For 2D image areas, the seed points have 4 or 8 neighborhoods. Seed points in 3D images generally have 6 or 26 neighborhoods, depending on whether diagonally adjacent points are included. The 3D region-growing method can provide three-dimensional adjacent voxel information. When this algorithm us used, all the data are placed into memory. However, a set of 3D lung image data is approximately 150 M in size, rendering the algorithm's calculation time and memory space requirements very large. A map of the neighborhood areas used in the 2D and 3D region-growing methods is shown in Figure 7.

![2D Pixel data](image1.png)

![3D Voxel data](image2.png)

Figure 7. 2D and 3D region-growing algorithm seed point neighborhoods.

Compared with voxels, supervoxels preserve the boundary information of the original image and has statistical information relating to multiple voxels; therefore, supervoxels are rich in characteristic information and can greatly reduce the processing complexity of the subsequent images and improve the split speed of the image.
Based on the three-dimensional voxel-based region-growing method and supervoxels, we proposed an improved 3D region-growing method based on supervoxels and multimodal data. Using supervoxels as the basic unit and the sequence characteristics of nodules in sequence images enables the full use of information on SUV values in PET images. Automatic access to the seed point of supervoxels and growth in the field of seed 6-neighborhoods improves 3D supervoxel region growing according to the proposed similarity function (7-10), finally achieving the segmentation and reconstruction of the pulmonary nodule in sequence images.

The seed point we select is the point with the highest SUV value in the PET image; we obtain the coordinates (x, y) and the serial number z of the image and then take (x, y, z) as the seed point to automatically execute the improved supervoxel 3D region-growing method, which obeys the similarity function. This is then combined with information on the color, distance and SUV difference between supervoxels. According to the corresponding adjustment parameters, we then calculate the similarity between two supervoxels and incorporate supervoxels with similar properties into the seed area, which then serves as the new seed area. In this way, we continue searching for supervoxels in their 6-neighborhoods and merge similar voxels, thus growing the size of the seed area until it no longer changes. Finally, all supervoxels in the seed area are shown.

The steps of the improved supervoxel 3D region-growing algorithm are shown in Algorithm 2.

**Algorithm 2 Improved supervoxel 3D region-growing algorithm**

1. Select the point which has the highest SUV value in the PET image as the seed point;
2. Obtain the centroid coordinates (x, y) and the serial number z of the seed point;
3. Use the coordinates (x, y, z) as the supervoxels' growing seed point and mark it as a seed area;
4. According to the growing rules, search for supervoxels in the seed area's 6-neighborhood that have similar properties;
5. Incorporate supervoxels that have similar properties into the seed area, which then serves as the new seed area;
6. Repeat steps 3-4 until the seed area's size no longer changes;
7. Show all supervoxels in the seed area

3. Results and Discussion

The PET/CT image datasets used in this study were obtained from a hospital in Shanxi Province, China. All data can be accessed at https://figshare.com/s/43e0acc1343ae3f5f77d. We used a Discovery ST16 PET-CT scanner from the General Electric Company of America (150 mA, 140 kV, with a slice thickness of 3.75 mm). The size of each CT image was 512 × 512, and the size of each PET image was 128 × 128. In the experiment, we selected 256 lung CT and PET sequence image datasets containing a total of 609 nodule images. Based on the physician's knowledge and the morphological perspective of lung CT image sequences, the datasets were divided into four categories: solitary pulmonary nodules (203 nodules), pleural nodules (152 nodules), juxta-vascular nodules (147 nodules) and cavitary nodules (107 nodules). We invited two radiologists to perform manual segmentation for all pulmonary nodule sequence images for comparison.

3.1. Qualitative Evaluation

To verify our method's validity and universality for the pulmonary nodule segmentation of CT/PET image sequences, we compared the results obtained using our method with the 3D voxel-based region-growing (3D-RG) method and with manual segmentation performed by two experts.

3.1.1. Analyzing Contrast Effects in Different Nodules

With reference to the morphological classification of pulmonary nodules [17], we display four types of pulmonary nodule segmentation result: solitary pulmonary nodules (SPNs), pleural nodules (PNs), juxta-vascular nodules (JNs) and cavitary nodules (CNs). Because the number of image sequences is too large, we chose 5 images from the top of the lung to the bottom of the lung in lung CT images to show the process of image segmentation and its results: one image showing the top of the lung, one image showing the bottom of the lung, and three images showing pulmonary nodules. Because we found no nodules at the top or bottom of the lung, there are no experimental results for the first and fifth lines in columns (b), (e) and (f).

Our method for SPNs, PNs, JNs, CNs segmentation is shown in Figure 8, Figure 9, Figure 10 and Figure 11. For SPNs, CNs, PNs, JNs reconstruction is shown in Figure 12, Figure 13, Figure 14 and Figure 15.
Figure 8. Segmentation results for SPNs. Column (a) shows the original CT images from top to bottom; (b) shows the manual segmentation result; (c) shows the superpixel segmentation result for lung parenchyma; (d) shows the MI registration result in PET/CT on (c); and (e) and (f) show the superpixels and final results for SPNs.

Figure 9. Segmentation results for PNs. Column (a) shows the original CT images from top to bottom; (b) shows the manual segmentation result; (c) shows the superpixel segmentation result for lung parenchyma; (d) shows the MI registration result in PET/CT on (c); and (e) and (f) show the superpixels and final results for PNs.

Figure 10. Segmentation results for JNs. Column (a) shows the original CT images from top to bottom; (b) shows the manual segmentation result; (c) shows the superpixel segmentation result for lung parenchyma; (d) shows the MI registration result in PET/CT on (c); and (e) and (f) show the superpixels and final results for JNs.

Figure 11. Segmentation results for CNs. Column (a) shows the original CT images from top to bottom; (b) shows the manual segmentation result; (c) shows the superpixel segmentation result for lung parenchyma; (d) shows the MI registration result in PET/CT on (c); and (e) and (f) show the superpixels and final results for CNs.

Figure 12. The reconstruction result for SPNs obtained using our method; (a) and (b) show different perspectives of the pulmonary nodule reconstruction results.

Figure 13. The reconstruction results for CNs obtained using our proposed method; (a) and (b) show different perspectives of the CN reconstruction results.
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Figure 14. The reconstruction results for PNs obtained using our method; (a) and (b) show different perspectives of the nodule reconstruction results; (c) and (d) show some pleural environments for PNs from different perspectives.

Figure 15. The reconstruction results for JNs obtained using our method; (a) and (b) show different perspectives of the pulmonary nodule reconstruction results; (c) and (d) shown some vascular environments for JNs from different perspectives.

The results showed that for the four kinds of lung lesions, compared with the artificial segmentation result, our method provided good segmentation results. Not only for SPNs but also for PNs, JNs and CNs (three types of irregular pulmonary nodules), very good segmentation results were obtained. Furthermore, our method can ensure the integrity of the segmentation for pulmonary nodule images because our method provided a better segmentation effect and versatility.

3.1.2. Comparison with the 3D-RG Method

The average numbers of voxels and supervoxels for four types nodules are shown in Table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>CT [voxel]</th>
<th>Lung area VOI [voxel]</th>
<th>nodule area VOI [voxel]</th>
<th>nodule area VOI [supervoxel]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPNs</td>
<td>512x512x299</td>
<td>512x512x75</td>
<td>33x27x11</td>
<td>15x13x6</td>
</tr>
<tr>
<td>PNs</td>
<td>512x512x299</td>
<td>512x512x82</td>
<td>34x28x10</td>
<td>16x13x5</td>
</tr>
<tr>
<td>JNs</td>
<td>512x512x287</td>
<td>512x512x77</td>
<td>45x60x15</td>
<td>21x29x9</td>
</tr>
<tr>
<td>CNs</td>
<td>512x512x287</td>
<td>512x512x78</td>
<td>36x37x12</td>
<td>17x16x7</td>
</tr>
</tbody>
</table>

The growing results of pulmonary nodules obtained using 3D-RG are displayed in green, and the growing results obtained using the method we propose are displayed in red. We set the opacity of the 3D-RG results to 1 (completely opaque), the opacity of the growing results obtained using our method to 0.5 (translucent), and combined the two results as shown in the figure below.

Figure 16. The comparison for SPNs; (a) and (d) are different perspectives of the results obtained using our method for SPNs; (b) and (e) are different perspectives of the results obtained using 3D-RG for SPNs; and (c) and (f) are the results obtained by setting the opacity for the two methods.

Figure 17. The comparison for PNs; (a) and (d) are different perspectives of the results obtained using our method for PNs; (b) and (e) are different perspectives of the results obtained using 3D-RG for PNs; and (c) and (f) are the results obtained by setting the opacity for the two methods.
The reconstruction results for SPNs, PNs, JNs, CNs obtained using the two methods are shown in Figure 16, Figure 17, Figure 18, Figure 19.

According to the contrast experiment result, our method is better than 3D-RG because it not only has a great advantage in terms of time complexity, but also provides better growing results. 3D-RG cannot describe the nodules surface information correctly. However, we combined supervoxels with the SUV information encoded in PET images, and the supervoxels provided good results in terms of retaining the boundary of the pulmonary nodules; thus, SUV information can reflect the pulmonary nodule metabolic information, and when combined, the two methods can grow pulmonary nodules correctly.

3.2. Qualitative Evaluation

The Jaccard similarity coefficient [26], relative volume difference [14] and time complexity are used to objectively assess the performance of the proposed algorithm.

Table 2 shows the average scores of the Jaccard, RVD and time complexity measures for our method and 3D-RG for the four types of nodules in the data set.

<table>
<thead>
<tr>
<th>Type</th>
<th>Dataset size</th>
<th>Measures</th>
<th>Our method</th>
<th>3D-RG</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPNs</td>
<td>512×512×75</td>
<td>Jaccard</td>
<td>97.18%</td>
<td>77.69%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RVD</td>
<td>3.11%</td>
<td>22.31%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Running Time</td>
<td>182.06s</td>
<td>192.65s</td>
</tr>
<tr>
<td>PNs</td>
<td>512×512×82</td>
<td>Jaccard</td>
<td>94.99%</td>
<td>76.90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RVD</td>
<td>5.27%</td>
<td>-23.10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Running Time</td>
<td>197.38</td>
<td>221.59</td>
</tr>
<tr>
<td>JNs</td>
<td>512×512×77</td>
<td>Jaccard</td>
<td>91.06%</td>
<td>52.28%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RVD</td>
<td>-8.94%</td>
<td>-65.33%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Running Time</td>
<td>202.44</td>
<td>196.57</td>
</tr>
<tr>
<td>CNs</td>
<td>512×512×78</td>
<td>Jaccard</td>
<td>98.86%</td>
<td>81.76%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RVD</td>
<td>1.16%</td>
<td>-18.24%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Running Time</td>
<td>180.32</td>
<td>191.65</td>
</tr>
</tbody>
</table>

3.2.1. Jaccard Similarity Coefficient

The Jaccard similarity coefficient is used to compare the similarity between sample sets, which can indicate the degree of overlap of two voxel sets [26]. The Jaccard coefficient can be calculated according to (11). The Jaccard similarity coefficient shows the overlap between the artificial segmentation result and the computer segmentation result.
\[ Jaccard = \frac{A \cap B}{A \cup B} \] (11)

Jaccard values lie in the range [0, 1], and a higher Jaccard similarity coefficient indicates a better segmentation result. \( A \) represents the volume of the computer segmentation result, and \( B \) represents the volume of the artificial segmentation result.

The comparison of the Jaccard similarity coefficients for the datasets using our method and 3D-RG is shown in Table 2 and Figure 20; yellow squares represent SPNs, red circles represent JNs, green triangles represent PNs, and blue diamonds represent CNs.

From Figure 20, we can conclude that for different types of pulmonary nodules, our method performs better than 3D-RG. For SPNs, our method provides better segmentation and reconstruction. Jaccard similarity coefficients were more than 97%. The highest value was 98.97%, almost the same as that obtained using artificial segmentation. However, the highest Jaccard value obtained for SPNs using 3D-RG was only 86.37%. For PNs, our method also provided a better result. Compared with SPNs, the Jaccard similarity coefficient decreased slightly but remained higher than 95%, and the highest value reached 97.02%. However, the highest Jaccard value obtained for PNs using 3D-RG was only 82.78%. For JNs, the performance of our method was slightly lower, but the Jaccard similarity coefficient remained higher than 90%. The highest value reached 92.33%. However, the highest Jaccard value obtained for JNs using 3D-RG was only 62.66%, a poor performance. For CNs, our method exhibited a good performance; the Jaccard similarity coefficient reached higher than 96%, up to 98.86%. However, the highest Jaccard value obtained for CNs using 3D-RG was only 82.23%.

3.2.2. Relative Volume Difference

Relative volume difference describes the degree of undersegmentation or oversegmentation [14]. The relative volume difference between two sets of voxels is given in percent and is defined as in (12); \( A \) is used for segmentation and \( B \) is used as a reference. A value of 0 means that both volumes are identical. Note that this does not imply that the tumors are identical or actually overlap. For this reason, the relative volume difference should never be used as the only measure of segmentation quality. However, in combination with other measures, this parameter reveals if a method tends to over- or under-segment. For this reason, the results of the relative volume difference are given as signed numbers. To calculate the corresponding score, the absolute value is used. When the result is positive, oversegmentation (over-seg) occurs, and when the result is negative, undersegmentation (under-seg) occurs. This measure not only distinguishes between over- and undersegmentation but also directly evaluates volumetric information. During nodule segmentation, information on nodule volume is very important.

\[ RVD = 100 \left( \frac{|A| - |B|}{|B|} \right) \] (12)

The comparison of the RVD results for the datasets using our method and 3D-RG is shown in Table 2. The nodule segmentation result (RVD curves) for datasets using the two methods is shown in Figure 21.

From Figure 21, we can conclude that the degree of the over- and undersegmentation obtained using our method is significantly lower than that obtained using 3D-RG. For SPNs, our method provides better segmentation and reconstruction.
For the RVD coefficient for SPNs, the highest value of over-seg was 3.11%, and the highest value of under-seg was 2.32%; the average RVD value was 2.22%. However, the average RVD value obtained using 3D-RG reached 16.78%, and good performance was not achieved. For PNs, our method also provided a better result. The highest value of over-seg was only 5.27%, and there was no under-seg; the average RVD value was 4.40%. Demonstrably, our method exhibited good performance in PNs. However, the average RVD value obtained using 3D-RG reached 19.92%, representing poor performance. For JNs, the performance of our method declined slightly, but the RVD coefficient remained at 10%. The highest value of under-seg was 9.03%, and no over-seg occurred; the average RVD value was 8.47%. However, the average RVD value obtained using 3D-RG was 45.53%, representing poor performance. For CNs, the highest value of over-seg obtained using our method was 3.53%, the highest value of under-seg was 3.42%, and the average RVD value was 2.62%. However, the average RVD value obtained when using 3D-RG was 18.17%, representing poor performance.

3.2.3. Time Complexity

We also analyzed the time performance of the two methods for four types of nodule images (Table 2), and the average processing times for the four types of nodules obtained using our method and 3D-RG are shown in Figure 22.

![Figure 22. The average processing time of two methods](image)

As shown in Figure 22, for four types of nodules, the processing time required by our method is approximately the same as that of 3D-RG and sometimes slightly better than that of 3D-RG. Because of the growth criteria used to analyze PET images, calculating the value of SUV requires long times. 3D-RG uses voxel as the basic unit to process datasets while our method use supervoxel as the basic unit. Supervoxels can combine the statistical information associated with many voxels and keep the boundary and feature information in original image, thus greatly reducing the running time of the program. Table 2 and Figure 22 show that the average processing time of our algorithm is 190.55 s, and the average processing time of 3D-RG is 200.62 s. That is, it will take 2.44 s to process a single case using our method, which is faster than the processing time of 3D-RG (2.57 s). As a result, our method is slightly better than 3D-RG in terms of the speed of segmentation and the reconstruction of nodule images.

4. Conclusions

In this paper, we propose a new automatic algorithm for the segmentation and reconstruction of pulmonary nodules; this algorithm exhibits good results for solitary pulmonary nodules, pleural nodules, juxta-vascular nodules and cavitary nodules. The experimental results show that our method can achieve accurate segmentation and reconstruction of the pulmonary nodules in lung lesions, and these results are of especially high quality for pulmonary nodules, which have complex morphological structures, such as pleural nodules, juxta-vascular nodules and cavitary nodules. Compared with the 3D region-growing method, our method is more accurate and more universally applicable; the average segmentation time required for each case when using our method is 190.55 s. These results are superior to the voxel-based 3D region-growing method. Our method can achieve an average volume voxel overlap ratio of 94.97 ± 4.00% for the four types of pulmonary nodules image sequences, much better than the 3D region-growing method. Thus, our method is an efficient and accurate method for the segmentation and reconstruction of pulmonary nodules.
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