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Abstract

Cervical cancer, with an annually increasing incidence rate, is becoming the leading cause of death among women in China. However, studies have shown that the early detection and accurate diagnosis of cervical cancer contribute to the long survival of cervical cancer patients. The machine learning method is a good substitute for manual diagnosis in the analysis of Pap smear cervical cell images, reflecting its effective and accurate classification. In the present study, a framework for cervical cancer diagnosis is presented based on a random forest (RF) classifier with ReliefF feature selection. Using preprocessing, segmentation, and feature extraction, 20 features were extracted. In the feature selection phase, 20 features were ranked according to weight using ReliefF. In the classification phase, the RF method was used as a classifier, and different dimensions of features were selected to train the classifier. To examine the efficacy of the proposed method, the Herlev data set collected at Herlev University Hospital was used, in which 917 Pap smear images were categorized into two classes: normal and abnormal. After a 10-fold cross validation, the experimental results showed that the best classification performance was obtained with the top 13 features based on the RF classifier, which were better than Naïve Bayes, C4.5, and Logistic Regression. The accuracy was 94.44\%, and the AUC value was 0.9804. The results also confirmed the effectiveness of cytoplasm features in the classification.
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1. Introduction

Cervical cancer is the fourth leading cause of cancer death in women, and its incidence rate is the second highest after breast cancer. Particularly in China, the number of women suffering from cervical cancer is rapidly increasing [5,19,44]. Recently, approximately 500,000 new cases of cervical cancer have been reported annually worldwide, and approximately 28.8\% of these cases have occurred in China [12]. Thus, there is much concern for the prevention of cervical cancer.

Early diagnosis and treatment of cervical cancer can improve the survival rate. There are two main methods for the screening of cervical cancer, including cytological examination and Human Papilloma Virus (HPV) testing [8,24]. Cytological examination is a widely used method. The main method in cytological examination is a Pap smear test, which is the most common method used to detect cervical cancer [44]. However, the limitation of the Pap smear test is that abnormal cells have to be manually detected among a large number of cells using a microscope. Thus, the accuracy of the analysis is not always guaranteed as a result of technical and human errors. Therefore, manual diagnosis has gradually been replaced by automated screening methods [37,42].

For the detection of cervical cancer cells, automated and semi-automated methods have been applied to select abnormal cells from the cervical cell images [7,15,37,42]. Machine learning methods are used to combine the diagnostic experience of
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pathology experts with the accurate calculation and rapid processing abilities of computer systems [3,40]. Many studies have focused on image segmentation and feature extraction, in which effective algorithms have been proposed [16,47]. In the present study, feature selection and classification are primarily discussed. Feature selection is vital for building a classification model with high predictive accuracy by selecting more effective features. It is necessary to select high-level features using ReliefF [20], which provides a ranking result to select high-level features for data with few features. The RF classifier is applied with the ReliefF feature selection method. RF [43] is used to classify cells into two classes, which is one of the most popular models in the field of bioinformatics and biomedical research. RF overcomes the overfitting problem and shows adequate noise tolerance.

The remainder of the present study is structured as follows: in section 2, methods and results of previous studies on cervical cancer diagnosis are summarized. In section 3, a detailed introduction is presented to explain the benchmark data set, the framework of the proposed method, and the methods of feature selection and classification. In section 4, evaluation metrics, the experimental setup and results, and the discussion are presented. In section 5, the conclusion is given.

2. Related Work

The method to detect cervical cancer using image analysis can be divided into five steps: image preprocessing, image segmentation, feature extraction, feature selection, and pattern classification.

Several studies have focused on image preprocessing, image segmentation, and feature extraction. Hummel [16] utilized an adaptive histogram equalization method to improve the image contrast, which was the preliminary work for image segmentation. Plissiti et al. [36] presented two methods for the segmentation of cell nuclei. One method involved the automated detection of cell nuclei in Pap smear images using morphological reconstruction, and the other method involved the combination of watershed-based and snake segmentation methods. Li et al. [25] applied K-means to coarsely segment the cytoplasm, nuclei, and background and presented an improved gradient vector flow model (R-GVF) for fine segmentation. Furthermore, many multi-dimensional feature extraction methods have been proposed [6,23,31].

Feature selection and classification are also critical issues. Martin [30] applied Fuzzy C-means and Gustafson-Kessel clustering to the classification of cervical cells and compared the performance of two methods. The results showed that Fuzzy C-means generated the best classification results and showed the highest robustness against noise. Norup [33] examined different classification methods for the classification of cervical cells. These methods included linear least square networks, K-nearest neighbor (KNN), weighted KNN (WKNN), the advanced method, which was Neuro-Fuzzy Inference for Transductive Reasoning (NFI), and the proposed method, named Nearest Class Center of gravity (NCC). The experimental results showed that the NCC method performed better among the five classifiers and achieved an overall error of 5.13%. Marinakis et al. [32] proposed an effective genetic algorithm scheme for feature selection, which was combined with a number of nearest neighbor-based classifiers. The results showed that the algorithm provided higher classification accuracy than the other algorithms used for comparison. Gencay et al. [11] proposed an unsupervised approach for the segmentation and classification of cervical cells. The classification was posed as a grouping problem, ranking the cells based on feature characteristics modeling abnormality degrees. Chankong et al. [18] proposed the automatic segmentation and classification method for cervical cancer cells and compared this method with hard C-means clustering and watershed techniques. The results showed that the proposed method is better than its counterparts. Mbaga et al. [28] used SVM-RFE for feature selection and SVM for classification in Pap smear images. To this end, these authors compared the performance of classifiers with radial basis and polynomial kernel functions. The results showed that polynomial kernel function exhibited better performance in accuracy, sensitivity and specificity. Plissiti et al. [35] showed that the classification of cervical cells into normal and abnormal categories is more efficient when based on features extracted exclusively from the nucleus and ignoring the contingent cytoplasm features. These authors also verified that the results using only the nucleus features were better than those using both nucleus and cytoplasm features. In short, although many studies have been conducted for feature selection and classification, few studies have applied ReliefF and RF in the field of cervical cancer cell detection.

In the present study, ReliefF [39] and RF [4] were used to improve the performance of feature selection and classification, and these two methods have been demonstrated as effective and have subsequently been applied in many fields. Moore et al. [29] applied ReliefF to conduct genome-wide genetic analysis for feature selection. Kandaswamy et al. [21] used ReliefF and support vector machine for the prediction of bioluminescent proteins. Saha et al. [41] used ReliefF for automatic gesture recognition for health care, while Fuzzy KNN was used as a classification method. Peker et al. [34] applied ReliefF for feature selection, and combined this technique with a variety of other classification methods. The best result was obtained from the combination of ReliefF with random forest.
Random forest has been widely applied in fields of text categorization, language modeling, economics, finance, and medical research and achieved good results. Díaz-Uriarte et al. [9] investigated the use of random forest for the classification of microarray data and proposed a new method of gene selection in classification problems based on random forest. Albert et al. [1] proposed a method for applying the random forest method for the imaging atmospheric Cherenkov telescope MAGIC. Wu et al. [45] studied the prediction of DNA-binding residues in proteins from amino acid sequences using a random forest model with a hybrid feature. Khalilia et al. [22] predicted disease risks based on random forest and obtained good results from highly imbalanced data. Lin et al. [26] combined random forest with a gray model for the identification of DNA-binding proteins. Mohan et al. [27] classified two data sets, namely SCOP and Pfam, using several machine learning algorithms trained with physicochemical parameters, and random forest performed best among all classifiers examined.

3. Method

3.1. Data Description

In the present study, the methodology was verified using the Herlev data set. The data set was collected at the Department of Pathology of Herlev University Hospital and the Department of Automation at the Technical University of Denmark, comprising 917 images of a single Pap cell [30,33]. Skilled cyto-technicians obtained the images using a microscope connected to a frame grabber. Through manual classification, the images were divided into two different classes, normal and abnormal cells. The normal cells were further divided into three sub-classes, the abnormal cells were also divided into four sub-classes, as shown in Table 1. To ensure the classification validity, every image was classified by two different cyto-technicians.

3.2. Framework

The random forest classifier was combined with the ReliefF feature selection method to generate a reliable classification framework for the cervical cell images. Figure 1 shows the framework, including preprocessing, segmentation, feature extraction, feature selection, and classification, of which feature selection and classification are the focus in this paper. The single cell images analyzed were prepared by cyto-technicians at Herlev University Hospital using the CHAMP\(^{*}\) system for segmenting images, and the features were subsequently extracted. The feature selection and classification methods used in the present study were ReliefF and random forest, respectively.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Name</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal cells (242)</td>
<td>Superficial squamous epithelial</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>Intermediate squamous epithelial</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Columnar epithelial</td>
<td>98</td>
</tr>
<tr>
<td>Abnormal cells (675)</td>
<td>Mild squamous non-keratinizing dysplasia</td>
<td>182</td>
</tr>
<tr>
<td></td>
<td>Moderate squamous non-keratinizing dysplasia</td>
<td>146</td>
</tr>
<tr>
<td></td>
<td>Severe squamous non-keratinizing dysplasia</td>
<td>197</td>
</tr>
<tr>
<td></td>
<td>Squamous cell carcinoma in situ intermediate</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 1. The distribution of different cells in the Herlev data set

3.3. Preprocessing and Segmentation

The cell images are first preprocessed, including gray-scale and denoising. The RGB images are transformed into grayscale images by collapsing the three color channels into one channel and then passing the images through a median filter to remove the unwanted noise. The median of the intensity levels of the pixel neighborhood subsequently replaces the gray level of every pixel while preserving edge sharpness.

Cyto-technicians have divided every image into three parts: background, cytoplasm, and nuclei, using the CHAMP system. The segmentation results were assessed by cyto-technicians. The non-segmented and segmented cell images are in Figure 2.

\(*\)CHAMP is a commercial image-processing software for medical purposes by dimac-imaging, http://www.dimac-imaging.com/sider/products/champ.htm
3.4. Feature Extraction

Feature extraction converts image information into a format suitable for the classifier. Here, the chain code of the image edge representation is utilized in feature extraction as an effective coding method for edge representation. A total of 11 nucleus features and 9 cytoplasm features were extracted from a combination of the segmented and non-segmented cell images using MATLAB programs written according to Martin with MATLAB v6.5 [30], and applied in the present study. The features are shown in Table 2.

![Original cell image and the segmented cell image](image)

Figure 2. The original cell image and the segmented cell image

<table>
<thead>
<tr>
<th>Nucleus features</th>
<th>Cytoplasm features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleus area</td>
<td>Cytoplasm area</td>
</tr>
<tr>
<td>Nucleus brightness</td>
<td>Cytoplasm brightness</td>
</tr>
<tr>
<td>Nucleus short diameter</td>
<td>Cytoplasm short diameter</td>
</tr>
<tr>
<td>Nucleus longest diameter</td>
<td>Cytoplasm longest diameter</td>
</tr>
<tr>
<td>Nucleus elongation</td>
<td>Cytoplasm elongation</td>
</tr>
<tr>
<td>Nucleus roundness</td>
<td>Cytoplasm roundness</td>
</tr>
<tr>
<td>Nucleus perimeter</td>
<td>Cytoplasm perimeter</td>
</tr>
<tr>
<td>Maxima in nucleus</td>
<td>Maxima in cytoplasm</td>
</tr>
<tr>
<td>Minima in nucleus</td>
<td>Minima in cytoplasm</td>
</tr>
<tr>
<td>Nuclear relative position</td>
<td></td>
</tr>
<tr>
<td>Nucleus/Cytoplasm ratio</td>
<td></td>
</tr>
</tbody>
</table>

3.5. Feature Selection

Feature selection chooses an optimum subset of features through the removal of unhelpful features for classification. Typically, feature selection improves the performance of the classifier prior to classification. ReliefF is an effective feature selection method applied in many fields. This technique has low computational complexity and high robustness, which achieves the goal of reducing the dimensions of features [20].

Assume an instance space of \( X = \{ x_1, x_2, ..., x_n \} \) from the cervical cells, where \( n \) is the number of the instances, and \( Y = \{ y_1, y_2, ..., y_m \} \) is the class space, and \( m \) is the number of the classes. The algorithm of ReliefF is shown in Algorithm 1.

ReliefF randomly selects an instance \( x_i \) and subsequently searches for \( k \) of its nearest neighbors from the same class, called nearest hit \( H_i \), and \( k \) nearest neighbors from each of the different classes, called nearest misses \( M_i(C) \). This method also updates the quality estimation \( W[A] \) for all attributes \( A \) depending on their values for \( x_i \), hits \( H_i \) and misses \( M_i(C) \). The weight of each feature is obtained after repeating the above process. The features are selected based on the ranking of the weight. Function \( \text{diff}(A, I_1, I_2) \) calculates the difference between the values of feature \( A \) for two instances \( I_1 \) and \( I_2 \). If \( A \) is a nominal feature, it is defined as:

\[
\text{diff}(A, I_1, I_2) = \begin{cases} 
0 & I_1[A] = I_2[A] \\
1 & I_1[A] \neq I_2[A] 
\end{cases}
\] (1)

If \( A \) is a numerical feature, it is defined as:

\[
\text{diff}(A, I_1, I_2) = \frac{|I_1[A] - I_2[A]|}{\max(A) - \min(A)}
\] (2)
Algorithm 1 Feature selection of cervical cells using ReliefF

Input: cervical cell variables X and labels Y
Output: the vector W of estimations of the qualities of attributes A
1. Set all weights \( W[A] := 0.0 \);
2. for \( i := 1 \) to \( n \) do begin
3. randomly select an example \( x_i \);
4. find \( k \) nearest hits \( H_i \);
5. for each class \( C \neq \text{class}(x_i) \) do
6. from class \( C \) find \( k \) nearest misses \( M_i \);
7. for \( A := 1 \) to \( a \) do
8. \( W[A] := W[A] - \frac{\sum_{j=1}^{q} \text{diff}(A, \theta_k) / (m \cdot k) + \sum_{C \in \text{class}(x_i)} \frac{P(C)}{1 - P(\text{class}(x_i))} \sum_{j=1}^{q} \text{diff}(A, \theta_k, \text{class}(x_i)) / (m \cdot k)}{m \cdot k} \);
9. end

9. Classification

In the diagnosis of cervical cancer, there are many methods for classification. In the present study, we use the random forest model, which has a wide application in many biological areas.

3.6. Random Forest Model

The RF model is a statistical learning method proposed by Breiman in 2001 [4]. This method combines the Bagging method [2] with the random subspace method [17], and contains multiple decision trees trained according to bagging. The final classification result is obtained after voting on the results of all decision trees. RF overcomes overfitting and the tolerance ability to noise and outliers.

RF is an ensemble classifier comprising multiple decision trees \( \{ h(x, \theta_k), k = 1, 2, \ldots, q \} \), where \( \theta_k \) is the parameter vector of the \( k \)-st tree. \( \{ \theta_k \} \) is a set of independent and identically distributed random vectors, and \( q \) is the number of the trees. Each tree casts a unit vote for the most popular class with the input sample \( x \). The final class label set \( Y = \{ y \} \) of the sample set \( X = \{ x \} \) is determined using all decision trees. In random forest, \( h_o(x) = h(x, \theta_k) \). The final classification decision is as follows:

\[
H(x) = \arg \max_{y} \sum_{k=1}^{q} I(h_k(x) = Y)
\]  
(3)

where \( I(\cdot) \) is an indicator function to study fractional factorial designs [46].

RF is more suitable to overcome overfitting than decision tree, as confirmed by the convergence theorem. In addition, generalization error bounds generate a theoretical upper bound for RF [4].

To construct \( q \) trees, \( q \) random variables \( \theta_k \) should be generated. These random variables are independent and identically distributed. For any random variables, \( \theta_k \), a decision classification tree \( h(x, \theta_k) \) or \( h_o(x) \) can be constructed.

According to the \( q \) classifiers \( h_1(x), h_2(x), \ldots h_q(x) \) and the training set drawn at random from the distribution of the random vector \( X, Y \), the definition of margin function is given as:

\[
mg(X, Y) = \text{avg} I(h_k(X) = Y) - \max_{j \neq Y} \text{avg} I(h_k(X) = j)
\]  
(4)

Margin function measures the difference between the average number classified correctly and incorrectly. The greater the value of the margin function, the more reliable the prediction results. Thus, the generalization error of the classifier can be expressed as:

\[
PE^* = P_{x,Y}(mg(X, Y) < 0)
\]  
(5)

If the number of trees is large, then it follows the law of large numbers. With the increase of the number of classes for the sequences \( \theta_k \) and \( PE^* \), the following convergence can be obtained:

\[
P_{x,Y}(P_{\theta}(h(X, \theta) = Y) - \max_{j \neq Y} P_{\theta}(h(X, \theta) = j) < 0) < 0)
\]  
(6)
3.6.2. Classification of Cervical Cells Based on Random Forest

RF is a combination classifier with high dimensional data. It is often applied to obtain classifications in the field of biology. RF generates classifications in three steps.

- Step 1. The \( q \) sample sets are selected using bootstrap sampling from the training set of cervical cells after features extraction and selection. Every sample set has the same size.
- Step 2. The \( q \) classification and regression trees (CARTs) are built using the \( q \) sample sets. CARTs are binary decision trees.
- Step 3. The final classification results are obtained according to the vote of the \( q \) classification results.

4. Experiments

4.1. Experimental setup

The classification in the present study was conducted for two classes, normal and abnormal cells. The Waikato Environment for Knowledge Analysis (WEKA) [14] provides an extensive collection of machine learning algorithms, and data preprocessing tools are implemented with the default parameters for different classifiers. In the present study, we used WEKA 3.8.0, including all classifiers used in the present study. A 10-fold cross validation was adopted in all experiments. In each iteration, 9-fold was used for training, and the rest was applied for the validation of the test.

RF has two important training parameters: the number of trees \( n_{\text{tree}} \) and random features \( F \). For selecting \( F \), Breiman [4] suggests trying the default, \( F=\text{int}(\log_2 M + 1) \), where \( M \) is the number of input features. In our experiments, with 20 dimensional features, 10 to 200 trees were built with a step size of 10 trees, and 100 to 2000 trees were built with a step size of 100 trees. The results showed that the classifier had the highest classification accuracy when 100 trees were built. Therefore, in our experiment, the parameters were selected with \( n_{\text{tree}}=100, F=\text{int}(\log_2 M + 1) \).

To verify the effectiveness of the feature selection method, the weight of 20 features in the Herlev data set was ranked using ReliefF. The experiments were conducted based on different classifiers, and the performance of feature selection method was measured based on pattern variations from 1 to 20 ranking features.

In addition to RF, the other three classifiers, including Naive Bayes (NB) [10], C4.5 [38] and Logistic Regression (LR) [13], were utilized as comparative classifiers. Naive Bayes uses a probabilistic method, which multiplies the individual probabilities of each feature-value pair to realize the classification. C4.5 is an extension of ID3, which accounts for unavailable values, pruning of decision trees, the ranges of continuous attribute value, rule derivation, etc. Logistic regression measures the relationship between the categorical dependent variable and several independent variables using a logistic function to estimate probabilities.

4.2. Evaluation Metrics

The common method of evaluating a medical diagnosis classifier is to compare the diagnostic results of the classifier with the actual condition of the patients. Four metrics are typically applied to evaluate the results.

- True Negative (TN): The cell is diagnosed as a normal cell, and the actual condition is normal.
- False Negative (FN): The cell is diagnosed as a normal cell, and the actual condition is abnormal.
- True Positive (TP): The cell is diagnosed as an abnormal cell, and the actual condition is abnormal.
- False Positive (FP): The cell is diagnosed as an abnormal cell, and the actual condition is normal.

Based on these four metrics, the classification accuracy was defined to directly evaluate the entire prediction performance of the proposed method using the following formula:

\[
\text{Accuracy} = \frac{TP + TN}{TN + FN + TP + FP} \times 100\% \quad (7)
\]

A receiver operating characteristic (ROC) curve was also utilized to evaluate the classifiers. The ROC curve is a plotting of the True Positive Rate (TPR) as a function of the False Positive Rate (FPR). The area under the ROC curve (AUC) is a good measure of the performance of a classifier [2]. The higher the AUC value, the better the classification algorithm.

\[
\text{TPR} = \frac{TP}{TP + FN} \quad (8)
\]

\[
\text{FPR} = \frac{FP}{FP + TN} \quad (9)
\]
4.3. Results and Discussion

4.3.1. Feature Selection Results

The ranking results of feature selection are shown in Table 3. The results showed that nucleus perimeter, nucleus shortest diameter and nucleus area are the three most relevant features for classification. Table 4 shows the highest accuracies of the four classifiers with feature selection and the accuracies without feature selection. The number of features was shown when the highest accuracy was obtained. The results based on RF with the top 13 features achieved the best performance in all the experiments. Figure 3 shows the accuracies of the four classifiers with different dimensional features. Table 5 shows the value of AUC with different dimensions of features based on RF. The AUC value with the top 13 features remained the best on RF.

Furthermore, the above results showed that features with high classification accuracy include both nucleus and cytoplasm features. To verify the effectiveness of different types of features, special experiments were implemented with only nucleus features. The results are shown in Table 6. The accuracies with the top 13 features were better than those with only nucleus features based on four classifiers.

Figure 4–Figure 7 use ROC curves to show the classification performance based on different classifiers with different dimensions of features. A larger area under the ROC curves indicates better classifier performance. Table 7 shows the AUC based on NB, C4.5, LR, and RF with the top 13, 15, 17, and 19 features. RF achieved the best ROC and AUC values with different dimensions of features. The average AUC value based on RF is 0.9747.
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### Table 5. The value of AUC with different features based on RF

<table>
<thead>
<tr>
<th>The number of features</th>
<th>The value of AUC by RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9068</td>
</tr>
<tr>
<td>2</td>
<td>0.9238</td>
</tr>
<tr>
<td>3</td>
<td>0.9373</td>
</tr>
<tr>
<td>4</td>
<td>0.9396</td>
</tr>
<tr>
<td>5</td>
<td>0.9611</td>
</tr>
<tr>
<td>6</td>
<td>0.9622</td>
</tr>
<tr>
<td>7</td>
<td>0.9611</td>
</tr>
<tr>
<td>8</td>
<td>0.9589</td>
</tr>
<tr>
<td>9</td>
<td>0.9668</td>
</tr>
<tr>
<td>10</td>
<td>0.9758</td>
</tr>
<tr>
<td>11</td>
<td>0.9781</td>
</tr>
<tr>
<td>12</td>
<td>0.9793</td>
</tr>
<tr>
<td>13</td>
<td>0.9804</td>
</tr>
<tr>
<td>14</td>
<td>0.9793</td>
</tr>
<tr>
<td>15</td>
<td>0.9781</td>
</tr>
<tr>
<td>16</td>
<td>0.9770</td>
</tr>
<tr>
<td>17</td>
<td>0.9751</td>
</tr>
<tr>
<td>18</td>
<td>0.9668</td>
</tr>
<tr>
<td>19</td>
<td>0.9622</td>
</tr>
<tr>
<td>20</td>
<td>0.9622</td>
</tr>
</tbody>
</table>

### Table 6. The accuracies with different types of features

<table>
<thead>
<tr>
<th></th>
<th>NB</th>
<th>C4.5</th>
<th>LR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only nucleus features</td>
<td>86.70%</td>
<td>88.75%</td>
<td>91.46%</td>
<td>94.00%</td>
</tr>
<tr>
<td>All features</td>
<td>91.71%</td>
<td>92.15%</td>
<td>92.35%</td>
<td>92.58%</td>
</tr>
<tr>
<td>The top 13 features</td>
<td>91.93%</td>
<td>92.37%</td>
<td>92.15%</td>
<td>94.44%</td>
</tr>
</tbody>
</table>

#### 4.3.2. Discussion

In the feature selection phase, 20 features are ranked in descending order according to weight using ReliefF. As shown in Table 4, the classification accuracy with feature selection is better than that without feature selection based on different classifiers. As shown in Table 5, RF obtained the highest value of AUC with the top 13 features, which is higher than the value of AUC with all features, confirming that the ReliefF method is effective to improve the performance of the classification with fewer features.

The classification performance using only the nucleus features has been verified as better than that using all features [35], reaching an accuracy of 90.58% using the Fuzzy C-means model with the Herlev data set. As shown in Table 6, the classification accuracy using the nucleus features is better than that using all features based on the four classifiers. However, after feature selection, as proposed in the present study, the classification accuracies with the top 12 to 15 features are better than those using only nucleus features. These features not only include nucleus features but also the cytoplasm features. The combination of different types of features improves the performance of classification, confirming that the cytoplasm features are also helpful. Furthermore, not all nucleus features, such as Nucleus elongation and Nucleus roundness, are helpful for classification because the beneficial information for the classification has been shown in other features.

Moreover, four classifiers were selected for comparison, and the results of accuracy, ROC curve and AUC are shown. Figure 3 shows that the selected feature subsets were effective for all the classifiers. The highest accuracy was obtained using RF with the top 13 features. The results of NB, C4.5, and LR were lower than those of RF with the top 12-19 features. The results also confirmed, based on Figure 4-Figure 7 and Table 7, that RF is better than other classifiers for the classification in the present study.

### Table 7. The AUC value of NB, C4.5, LR, and RF with the top 13, 15, 17, and 19 features

<table>
<thead>
<tr>
<th></th>
<th>13</th>
<th>15</th>
<th>17</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.9547</td>
<td>0.9260</td>
<td>0.9363</td>
<td>0.9498</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.9589</td>
<td>0.9485</td>
<td>0.9519</td>
<td>0.9370</td>
</tr>
<tr>
<td>LR</td>
<td>0.9566</td>
<td>0.9578</td>
<td>0.9622</td>
<td>0.9499</td>
</tr>
<tr>
<td>RF</td>
<td>0.9804</td>
<td>0.9781</td>
<td>0.9735</td>
<td>0.9668</td>
</tr>
</tbody>
</table>
Figure 4. The ROC curves of NB, C4.5, LR, and RF with the top 13 features

Figure 5. The ROC curves of NB, C4.5, LR, and RF with the top 15 features

Figure 6. The ROC curves of NB, C4.5, LR, and RF with the top 17 features
Figure 7: The ROC curves of NB, C4.5, LR, and RF with the top 19 features

5. Conclusions

Compared with manual diagnosis, the automated method is not only convenient and time saving but also reduces the labor intensity of doctors. The present study focuses on the feature selection and classification methods. The features are ranked according to weight using ReliefF. RF has been applied to classify cervical cells with different dimensional features. The experimental results showed the effectiveness of the proposed method compared with the results based on NB, C4.5, and LR. The effectiveness of different types of features was also analyzed based on these results, suggesting that automated analysis should include cytoplasm features.
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