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Abstract: In this paper, we propose to apply deep belief networks (DBN) to predict potential operational disruptions caused by rail vehicle door systems. DBN are a powerful algorithm that is able to detect and extract complex patterns and features in data and has demonstrated superior performance on several benchmark studies. A case study is shown whereby the DBN are trained and applied on real case study from a railway vehicle fleet. The DBN were shown to outperform a feedforward neural network trained by a genetic algorithm.
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1. Introduction

The application of data-based approaches in the field of detection, diagnostics and prognostics has been constantly growing with the increased availability of complex high-dimensional monitoring data on system states and condition. Machine learning is thereby a major family of approaches applied to data-based tasks requiring self-adaptive learning abilities.

Many different machine learning techniques have been proposed for tasks in the field of detection, diagnostics and prognostics, including support vector machines, artificial neural networks and different clustering techniques [1]. Several machine learning approaches have also been proposed for the application to railway systems [2].

Deep learning has become a promising research direction in machine learning. The algorithms with deep learning have been widely applied to many different applications, including speech recognition [3], dimensionality reduction [4] and image classification [5]. The main reason for their successful application in many different fields is their ability to extract high-order correlations and deep features in data through several layers within the network structure. This is possible due to their hierarchical structure.

One of the main advantages of DBN is that they can be applied not only to labelled data but also to sparsely or not labelled data. In the latter cases, the DBN are applied as
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auto-encoders and are trained to reproduce their own input. In this case, the output of an intermediate layer is able to provide a lower level representation of the input data. This lower-dimensional representation can be used to perform clustering tasks on a lower dimensional level [4]. The main benefit of the auto-encoder approach is that the data do not have to be labelled to perform the classification task and that the higher-dimensional features can be extracted by the layered structure of the DBN. In deep learning, higher-order correlations can be detected by extracting the patterns in the features that were extracted in the preceding layer. When applied for pure feature extraction, DBN have been shown to perform better than some more commonly applied feature extraction algorithms, such as for example principal component analysis (PCA) [4].

Several extensions have been introduced in the field of deep learning, such as convolutional deep belief networks [6].

Because data derived from monitoring and diagnostics devices usually contain high-dimensional structures and high-order correlations, deep learning has also been applied in the field of diagnostics [7], [8]. However, there is a lot of potential in applying deep learning to tasks in diagnostics and prognostics and their potential has not yet been investigated in the field of predicting disruption events of railway systems.

In this paper, we propose to apply deep belief networks (DBN) with Gaussian hidden units within the restricted Boltzmann machines to extract dynamic patterns from diagnostic data and to predict the occurrence of operational disruptions of railway systems. The DBN were applied to a case study with real data from a rolling stock door system.

The remainder of the paper is organized as follows. Section 2 presents an introduction to DBN. Section 3 describes the applied case study. Section 4 describes the applied algorithm and the pre-processing techniques. In Section 5, the performance of the DBN algorithm is evaluated and compared to that of MLP trained with GA. Finally, Section 6 discusses the results and presents conclusions.

**Notation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>Cross Entropy</td>
</tr>
<tr>
<td>“D”</td>
<td>Pattern belonging to the class with an impending operational disruption</td>
</tr>
<tr>
<td>DBN</td>
<td>Deep Belief Networks</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer Perceptron</td>
</tr>
<tr>
<td>“N”</td>
<td>Pattern belonging to the class without predicted operational disruptions</td>
</tr>
<tr>
<td>RBM</td>
<td>Restricted Boltzmann Machines</td>
</tr>
<tr>
<td>TN</td>
<td>True Negatives</td>
</tr>
<tr>
<td>TNR</td>
<td>True Negative Rate</td>
</tr>
<tr>
<td>TP</td>
<td>True Positives</td>
</tr>
<tr>
<td>TPR</td>
<td>True Positive Rate</td>
</tr>
</tbody>
</table>

2. **Theoretical Background**

2.1 **Introduction to Deep Belief Networks**

Deep belief networks are a special type of artificial neural networks and comprise several layers of restricted Boltzmann machines (RBM) (Figure 1). The top two layers usually serve as associative memory of the input so that the input can be retrieved from the memory of the network [9].

Restricted Boltzmann machines comprise symmetrically connected neuron-like units, composed to a visible and a hidden layer. RBM, generally, learn in an unsupervised way
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and are applied to extract features in data. They are often used in combination with other algorithms. However, they have also been applied in stand-alone applications [10].

The learning process of DBN differs from the unsupervised learning process used for RBM. The learning process comprises two steps. In the first step, the network extracts the features layer by layer in an unsupervised way and the output of one layer serves as the input to the next layer [11]. Thereby the network learns to extract features from those features extracted in the previous layer. Thereby it is able to detect high-order correlations within the data by extracting layer by layer deeper features.

In the second step, after all the layers have been pre-trained, the weights between the single layers are fine-tuned in a supervised way. For the supervised learning a back-propagation learning algorithm is applied [11]. Back-propagation is known for its shortcomings to find globally optimal solutions and for its computational inefficiency. However, applying it to a pre-trained network accelerates the learning process because the weights are only fine-tuned in the back-propagation learning. Therefore, the typical disadvantages do not apply for this application [11].

2.2 Basic Concepts of Restricted Boltzmann Machines

Restricted Boltzmann machines are also referred to as stochastic neural networks. They consist of two layers: a visible and a hidden layer (Figure 2). Each unit in the visible layer is connected to all units in the hidden layer and vice versa. However, the units within one layer are not interconnected, only between the layers. Therefore, the networks are called “restricted”. This restriction simplifies the learning process. The visible layer contains the input parameters; the hidden layer contains the latent parameters that the networks learn [11]. The hidden layer learns to model the distribution of the visible layer of variables.

Hidden units in RBM learn the structure and features that are contained in the data. The extracted features can be, for example, parameters that influence the input data and cause a higher-order correlation between the input dimensions but cannot be observed or measured.

![Deep Belief Network Composed of Several Layers of RBM](image)
The theoretical concepts and the training algorithms for the RBM were derived from\[11, 12, 13, 14, 15\] and are presented in the following.

A RBM network consists of visible and hidden units. Hidden units can be either modeled as binary or as Gaussian units[12]. In this research, Gaussian units were used.

A joint configuration \((v, h)\) of the visible and hidden units has an energy given by

\[
E(v, h) = - \sum_{i \in \text{visible}} a_i v_i - \sum_{j \in \text{hidden}} b_j h_j - \sum_{i,j} v_i h_j w_{ij},
\]

(1)

where \(v_i, h_j\) are the binary states of visible unit \(i\) and hidden unit \(j\), \(a_i, b_j\) are their biases and \(w_{ij}\) is the weight between them. The network assigns a probability to every pair of a visible and a hidden vector via the following function:

\[
p(v, h) = \frac{1}{Z} e^{-E(v, h)},
\]

(2)

where the partition function \(Z\) is a normalization term obtained by summing over all possible pairs of visible and hidden vectors:

\[
Z = \sum_{v,h} e^{-E(v,h)}
\]

(3)

The probability that the network assigns to a visible vector, \(v\), is given by summing over all possible hidden vectors:

\[
p(v) = \frac{1}{Z} \sum_h e^{-E(v,h)}
\]

(4)

Given a training set of state vectors (the data), learning consists of finding the pertinent parameters (weights and biases) that define a Boltzmann distribution in which the training vectors have high probability.

\[
\frac{\partial \log p(v)}{\partial w_{ij}} = \langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{model}},
\]

(5)

where \(\langle \cdot \rangle_{\text{data}}\) is an expected value in the data distribution and \(\langle \cdot \rangle_{\text{model}}\) is an expected value when the Boltzmann machine is sampling state vectors from its equilibrium distribution. This leads to a very simple learning rule for performing stochastic steepest ascent in the log probability of the training data:

\[
\Delta w_{ij} = \epsilon \frac{\partial \log p(v)}{\partial w_{ij}} = \epsilon \left( \langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{model}} \right),
\]

(6)

where \(\epsilon\) is a learning rate.

Figure 2: Network Structure of a Restricted Boltzmann Machine
Because there are no direct connections between hidden units in an RBM, it is very easy to get an unbiased sample of \( \langle v_i h_j \rangle \). Given a randomly selected training pattern, \( v \), the binary state, \( h_j \), of each hidden unit, \( j \), is set to 1 with probability \( p(h_j = 1|v) = \sigma(b_j + \sum_i v_i w_{ij}) \),

where \( \sigma(x) \) is the logistic sigmoid function \( 1/(1 + \exp(-x)) \). \( v_i h_j \) is, then, an unbiased sample.

Because there are no direct connections between visible units in an RBM, it is also very easy to get an unbiased sample of the state of a visible unit, given a hidden vector.

For Gaussian hidden units, Equation 1 is adjusted to:

\[
E(v,h) = - \sum_i a_i v_i - \sum_j \frac{(h_j - b_j)}{2\sigma_j^2} - \sum_{ij} v_i h_j \sigma_j^2 w_{ij},
\]

where \( \sigma_j^2 \) is the variance of the hidden unit \( j \). The variances of all hidden units are usually fixed to \( \sigma_j^2 = 1 \).

3. Case Study

The DBN was developed and applied to real case study based on diagnostic discrete event data from a European railway fleet consisting of 52 train sets, whose composition was mixed between 9-coach- and 11-coach-train-sets. The available observation period was 313 days (approximately ten months).

The information recorded by the diagnostic system of the considered trains is discrete events. In contrast to monitoring and diagnostic systems that observe predefined state parameters continuously, discrete event diagnostic systems only trigger events if predefined conditions occur. In some cases, the state parameter is observed continuously. However, an event is only recorded by the diagnostic system if the observed parameter exceeds a defined threshold. Thereby, the evolution of the state condition in time is represented by a time series of discrete events.

The information content is significantly reduced, compared to continuously monitored parameters. Therefore, usually, the sequence of state transitions or event occurrences of a single state or event will give an insufficient representation of the overall system condition. Yet, if several state transitions and event occurrences are monitored, the system state can be described in a more complete way [16]. Consequently, we assume that the combination of a large number of observed state transitions and event occurrences provides a sufficiently complete representation of the system state. Furthermore, we
assume that performed maintenance is reflected in the frequency of the occurring
diagnostic events.
For each system, a set of diagnostic events is defined during the design and
development process. There are 261 distinct event codes for the door system, which was
used as a case study in this research. Each time an event is recorded, a set of
complementary parameters and states is additionally logged by the system. These
parameters either give information on the environmental condition, on the condition of
other systems or subsystems that may affect the operation. Additionally, the
complementary parameters can give information on the condition or the mode of
operation of the entire system. The complementary information is required to embed
the specific isolated events in the context of the overall system and its operating and
environmental conditions. The information supports the maintenance crew to resolve the
failure or malfunction. The number and character of the complementary parameters and
system states are predefined for each specific event in the design process of the diagnostic
system.

There are two main types of diagnostic events: those potentially affecting operation and
consequently communicated to the driver; and those on the evolution of the system
condition, used by the maintenance crew for fault finding or resolving of failures.
For door systems, the events that could potentially induce operation disruption
include inability to retract the steps, to open the door or fully close it prior to departure. If
a door fails to open, it reduces passenger flow, causing extended dispatching time and
thereby also potential delays to operation. Furthermore, for example, if a sliding step,
designed to bridge the gap between train door and platform, cannot be retracted, the train
will not be permitted to depart. In this case, the sliding step must be retracted manually,
causing a delay. A door that fails to close prior to departure has the same effect on
schedule adherence. Similar to the malfunction of the sliding step, the door would have to
be closed manually by the train conductor or by the train driver [16].
The diagnostic events of the condition of the system include the occurrence of such
states in which the system deviates from normal operation. This is, for example, the case
when the speed of the door closing process is slower than a specified threshold. A
diagnostic event is also recorded when a sliding step needs longer than the specified time
to retract. Further diagnostic events include push button failing to be activated or a door
being constantly activated. Diagnostic events are also recorded if a subcomponent fails.
This information is intended to facilitate the maintenance personnel fault and failure
finding and to isolate failure causes. Additionally, the usage profiles of each door can be
deduced from the diagnostic data (the points in time when the doors are enabled on train
arrival are logged).
Not all of the events that were defined as requiring a warning to be sent to the driver
and a specific type of intervention were relevant to the prediction task. Two criteria were
used to select the events that could potentially cause operational disruptions. Firstly,
because predicting an impending disruptive event is only useful if the failure’s root cause
can be determined and preventive maintenance actions can be taken to address the
problem before failure, only those events that could be connected to specific door
subsystem technical malfunctions were analysed. Operational disruption events caused by
several technical components or by external factors were not analysed. Secondly, for
some of the distinct operational disruption events, the datasets were too small to generate
statistically significant prediction results. Using these two criteria, one relevant
operational disruption event type for further analysis was selected [16].
The event codes for the door system indicate the specific door affected by the event. For instance, there can be four different codes for one type of event (one for each door in the coach). In this research, the allocation of an event to a specific door system is performed in the structure of the data and not in the coding of the events. Therefore, it was possible to reduce the 261 codes to 72 distinct events [17].

4. Defining the Prediction Problem and the Applied Algorithm

4.1 Defining the Prediction as a Binary Classification Task

The prediction problem considered in this research was defined as a binary classification task. The prediction horizon in which the event is predicted to occur was set to seven days. While the time period of seven days might appear imprecise, it is sufficiently precise for practical purposes. The time period of one week enables the operators to schedule the required maintenance task and to anticipate the occurring failure and the operational disruption. This simplification increases the flexibility of the algorithm and enables the use of discrete event diagnostic data for prediction purposes.

The following two classes were defined to predict the occurrence of disruption events:

- Class “D”: impending operational disruption due to a failure of the door system within the prediction horizon
- Class “N”: no occurring operational disruption events caused by the door system within the prediction horizon.

For each of the 72 distinct diagnostic events, the input data patterns represent the time elapsed from the specific observation time point to the previously occurred event. Although this approach neglects the density of the occurring events, it enables us to integrate information on the time series of the occurring events in the input patterns.

The observation time window was set at four weeks because this was considered sufficiently long to observe the evolution of the diagnostic events and their influence on the state of the system. By taking the time to last occurred event into consideration, also the events occurred before the observation time window were included.

The input patterns were derived by moving the observation time window over the 313-day study period one day at a time. This approach enabled the observation of small changes in the system condition and also provided a sufficient number of input patterns for the defined algorithm to extract the evolving features. One of the consequences of this approach is that the data patterns can show high similarities. However, these similarities do not only occur within one class, but also between the classes. Similar patterns will be located close to the decision boundary which is difficult to derive. Therefore, to discriminate between these patterns and to generalize the decision boundary, the classification algorithm must possess very good classification abilities.

4.2 Pre-Processing of Input Data

The value ranges are different for each of the distinct diagnostic events. To balance the influence of each of the input signals on the classification task, the input signals were normalized to have a zero mean and a unit standard deviation. This approach preserves the variance contained in the data and ensures a comparable value range for all the input signals.

Compared to the number of patterns not resulting in a disrupted operation, the number of diagnostic events that can cause operational disruptions is small. Therefore, the applied dataset was highly unbalanced. When algorithms learn from imbalanced datasets,
the penalty for misclassifying the under-represented class may be too low for the algorithm to learn to extract these patterns. This may result in weak generalization ability. Several approaches have been proposed to deal with unbalanced datasets [18]. In this research, the dataset was balanced by omitting parts of the data patterns from the “healthy” state. The same number of patterns from the “healthy” state was included in the dataset as there were from the “faulty” state. The selection of the patterns from the “healthy” state was performed randomly to avoid bias in the selection process. On the contrary, all available patterns from the “faulty” state were included in the considered dataset.

The application of this approach is based on the assumption that the data patterns from the “healthy” state included in the dataset are representative for the distribution of the whole class of “healthy” state patterns and contain sufficient information for the algorithm to extract the relevant features and to generalize them [17]. Since data patterns have a high degree of similarity, the assumption that the selected data patterns from the “healthy” state are sufficiently representative for the whole class is valid.

4.3 Applied Algorithm

In this research, RBM with Gaussian units are used to construct the DBN network structure. This is contrary to typically used binary units within the network structure of the RBM [9]. The application of Gaussian units provides more flexibility and preserves more information in the input data compared to purely binary units.

The applied DBN was composed of two restricted Boltzmann machines. Additional layers did not improve the performance of the algorithm. In the first step, the single layers of the DBN extract the features in an unsupervised way. The extracted features of one layer become the input to the next layer. Thereby, the algorithm learns to extract the deep features of the input data by the layer-wise learning approach. The layers were pre-trained for 100 epochs. After the pre-training of the single RBM, a back-propagation learning algorithm is applied to fine-tune the weights between the single layers in supervised learning. The error function applied within the back-propagation learning algorithm was the cross entropy (CE) error function [19]. The CE error function performs better than the mean squared error function both in terms of computational speed and prediction performance [20].

First, the input patterns, having a dimension of 72 distinct event types, were presented to the first RBM within the DBN network structure. Within the RBM, which itself consists of a visible and a hidden layer, the visible input is expanded to a dimension of 300 in the hidden layer. The output of the hidden layer of the first RBM becomes the input to the visible layer of the second RBM. The input of the visible layer is expanded to the dimension of 600 in the hidden layer of the second RBM (Figure 3). The structure of the algorithm was selected in a trial and error approach. The selected combination of the dimensions of the visible and hidden layer provided the best results.
4.4 Applied Alternative Algorithm

To evaluate the performance of the proposed DBN algorithm, an alternative state of the art neural network algorithm, a multilayer perceptron [21], was applied to the same classification problem using the same input data and target output. Because backpropagation learning, which is typically applied within the MLP, suffers from several drawbacks, including local minima, genetic algorithm (GA) [22] was used as the learning algorithm to train the weights of the MLP. For the applied MLP a sufficiently complex network structure was provided with two hidden layers (40 neurons in the first hidden layer and 20 neurons in the second hidden layer). The GA was run for 20 individuals in the population over 500 generations with a crossover probability of 85%. The two-layered structure of the MLP algorithm is considered sufficiently complex to be applied to the selected problem. Also the number of neurons in each layer is considered sufficiently large to learn the classification task.

5. Performance Evaluation

5.1 Evaluating the Average Generalization Performance

The decisions based on the predictions of “healthy” or “faulty” states of the considered system are very critical and can have substantial consequences on system availability and economic impacts. Therefore, the performance of the algorithms applied within the predictions has to be tightly evaluated and monitored. Particularly, before applying a new algorithm in real world applications, its performance needs to be assessed with respect to different criteria.

Prediction precision is one of the most important performance assessment criteria. Besides selecting the performance evaluation measure, also the type of resampling needs to be selected. In this research, the holdout approach was selected, which does not require any additional re-sampling [23]. Holdout technique is usually applied if the dataset is sufficiently large and the algorithm shows a stable performance. The dataset is subdivided into a training and a testing dataset. The size of the subsets depends on the size of the entire available dataset. The size of the testing dataset was set to 10% of the entire dataset. The training and the testing subsets were assumed to be representative for the underlying data distribution of the entire dataset. Furthermore, it was assumed that both
subsets are independent. The training dataset consisted of 1220 data patterns and the testing dataset of 136 patterns.

In the first step, as an initial criterion to estimate the generalization ability of the applied algorithms, the misclassification rate was used. The misclassification rate is defined as the ratio of the sum of all the incorrectly classified patterns to all patterns in the considered dataset (either training or testing dataset). This metric computes the rate of patterns that were misclassified by the algorithm without specifying from which class they were misclassified [24]. The value achieved by the DBN algorithm was 3.7%: this means that 96.3% of the testing data patterns were classified correctly.

5.2 Evaluating the Generalization Performance of MLP

The same generalization measure was also applied to evaluate the performance of the alternatively applied algorithm, the MLP trained with GA. Contrary to the good generalization ability achieved by the DBN, the misclassification rate achieved by the MLP on the testing dataset was 43%. This performance is in the range of the performance of a random classifier (where data patterns are assigned randomly to the classes).

Generally, an insufficient performance on the testing dataset can be due to over fitting. In over fitting, a significant performance drop between the training and the testing dataset can be observed. This occurs if the algorithm is not able to generalize the extracted patterns from the training to the testing data and only memorizes the patterns presented during the training procedure. However, in this research the misclassification rate was similar between the training and the testing dataset. This means that the weak performance has not been caused by over fitting, but rather by the similarity of the data patterns and the inability of the feed-forward algorithm to discriminate between the patterns from both classes.

A possible explanation for this unsatisfactory performance of the MLP is that the algorithm is not able to extract the features that are contained in the data. The MLP would have assumably required an additional pre-processing step in which a feature extraction algorithm would have been applied. However, to compare the performance of both algorithms, the same input data were applied for the DBN as for the MLP algorithm. The DBN algorithm was obviously able to extract the features in the data and to further process these features in a supervised learning process.

5.3 Sensitivity and Specificity Evaluation

While the misclassification rate solely measures the average accuracy of the predictions, for binary classifications, the metrics of sensitivity and specificity can be used to assess the classification performance of the algorithm within the classes [24]. The patterns with the property of interest are categorized as “positives” and patterns from the other class as “negatives”. In this study, the patterns of interest are those corresponding to disruption events (patterns from class “D”).

Sensitivity measures the ability to identify the positives [24] and corresponds to the true positive rate (TPR), which is computed as the ratio of correctly classified positive patterns to all the positive patterns in the dataset:

$$TPR = \frac{TP}{TP + FN},$$  \hspace{1cm} (10)

where TP are the true positives and FN are the false negatives.
Specificity measures the ability to identify the negatives [24] and corresponds to the true negative rate (TNR), which is computed as the ratio of the correctly classified negative patterns to all the negative patterns in the dataset:

\[ TNR = \frac{TN}{TN + FP}, \]  

where TN are the true negatives and FP are the false positives.

There is usually a trade-off between the sensitivity and specificity. Therefore, it is possible to adjust the weights between the two measures. The specific weights depend on the criticality and the costs of FP (e.g., replacing components that may not fail) and FN (e.g., operational disruptions that were not anticipated).

The DBN algorithm achieved a sensitivity of 95.7% and a specificity of 97.0%. Although there is a marginal difference between the sensitivity and the specificity, the algorithm is not biased towards either of the two classes and learned to discriminate between the two classes.

6. Conclusions and Discussion

This paper proposes the application of deep belief networks for predicting the occurrence of potential railway operation disruption events. The applicability of the approach was demonstrated by a case study based on real discrete-event diagnostic data from door systems of a railway rolling stock fleet. The prediction results obtained from the case study confirm the suitability of the proposed approach and show a good prediction precision.

The performance of the DBN was compared to that of a more commonly applied machine learning algorithm, a MLP trained with a GA. The applied MLP was not able to discriminate between the patterns from both classes, and only achieved a prediction performance in the range of a random classifier. A possible explanation for this performance is that the DBN was able to extract the features within the input data while the MLP would have required an additional feature extraction step before performing the classification task.

The prediction task was defined as a binary classification. The patterns were classified as indicating a disruption event in the next seven days or as being in a healthy condition. This prediction approach was found to be sufficiently precise for the operators to be able to anticipate the prediction and schedule a pertinent maintenance task prior to the occurrence of the event. However, it is possible, to extend the definition of the problem to a multiclass classification. This extension would provide additional information on intermediate degraded states and would provide more flexibility to the operators to monitor the evolution of the system condition and to anticipate the failures.

In this research, the input patterns measured the time elapsed from the last occurred event. In a previously conducted study, we have defined the input patterns by the density of occurring events. Combining the complementary information on the input patterns is subject for further research.

In this case study, DBN were used for a classification task with labeled data. However, it has been shown that DBN are particularly powerful when labeled data are either sparse or not available at all [4]. In these cases, DBN are applied as auto-encoders. The lower dimensional representations of the input data can then be used for clustering tasks, which do not require prior information of the actual condition of the system. Applying the DBN as auto-encoders and extracting the lower-dimensional representations
of the input data that can be used for unsupervised clustering approaches is therefore subject for further research.

The network structures applied in deep belief networks are usually more complex and have more layers compared to the structures applied in the current study. In this case study, the deep belief networks are not used to their maximum potential since the input data are not as complex and, thus, do not require as many lower level features as other applications of DBN such as extracting features in images [4] and in speech recognition [3]. Therefore, there is potential to extend the application of DBN in the field of railway disruption prediction based on more complex input data that contain more hidden structure.

With respect of the relevance of the research for practical applications, the proposed approach can be applied to forestall railway operational disruption events. This would enable a proactive maintenance regime, which does not only increase the operational reliability but also decreases the maintenance costs by enabling planning and scheduling of the required maintenance activities.
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