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Abstract: Uncertainty is inevitable in any reliability analysis of complex engineering systems due to uncertainties present in models, parameters of the model, phenomena and assumptions. Uncertainties at the component level are propagated to quantify uncertainty at the system level reliability. It is very important to identify all the uncertainties and treat them effectively to make reliability studies more useful for decision making. Conventional probabilistic approaches adopt probability distributions to characterize uncertainty where as fuzzy reliability models adopt membership functions to characterize uncertainty. Both the approaches are widely used in uncertainty propagation for reliability studies. However, identification of critical parameters based on their uncertainty contribution at the system level is very important for effective management of uncertainty. A method is proposed here in the fuzzy framework to rank the components based on their uncertainty contribution to the over all uncertainty of system reliability. It is compared with probabilistic methods using a practical reliability problem in the literature.
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1. Introduction

Analyses for complex systems inevitably involve uncertainties arising from inherent variability (randomness or aleatory) or lack of knowledge (epistemic uncertainty). Uncertainties are present in any reliability calculations due to randomness in the failure/repair phenomena and the limitation in assessing the component parameters of the failure/repair probability density functions [1]. Accuracy of the studies is greatly influenced by methodology, unjustified assumptions, model uncertainty and lack of plant specific data. The impact of these uncertainties must be addressed if it is to serve as a tool in the decision making process. The problem of acknowledging and treating uncertainty is central for the quality and practical usability of quantitative reliability analysis. The uncertainty propagation of system reliability assessment quantifies uncertainty in system characteristic (ex: system unavailability) synthesizing it from the uncertainties in component characteristics. Limitations in exactly assessing the parameters of the random variables are leading to uncertainty in component characteristics. This uncertainty is identified as “epistemic uncertainty” which is knowledge based and can be reduced with more information. There are several methods available in the literature for propagating epistemic uncertainties. There are several methods for propagating
uncertainties such as: (i) Analytical Methods (Method of Moments), (ii) Discrete Probability Distributions [3], (iii) Sampling Methods [4], (iv) Probability Bounds [5] (v) Interval Arithmetic [6] and (vi) Fuzzy Arithmetic [7,8]. Probabilistic approaches (i-iii) characterize the uncertainty in the parameter by a probability distribution where as interval approach (iv) represents with an interval having lower bound and upper bound. Fuzzy Set Theory based approach (vi) characterizes it by a fuzzy membership function. The different approaches to dealing with uncertainty mentioned above have proved to possess different desirable and undesirable features, making them more or less useful in different situations.

One of the major objectives in performing parameter uncertainty propagation is to rank the parameters with respect to their contribution to the uncertainty in the model prediction. The most obvious reason for this being that such a ranking makes it possible to allocate resources efficiently in case the reduction in the calculated uncertainties in the output prove necessary in order to reach an acceptable degree of confidence in the results. The process of identifying components from uncertainty contribution point of view is called uncertainty importance measures. It is different from functional importance, which denotes the criticality of the component in the successful/failure operation of whole system. The methods required for this kind of ranking will depend upon the type of uncertainty propagation method used. In the probabilistic framework, there are several methods available in the literature for uncertainty importance measures such as non parametric methods [3, 9-10] and variance based methods [11-13]. They are useful in identifying the critical uncertain parameters and further with more information reducing the uncertainty. In fuzzy reliability framework, importance measures from functional (or structural) point of view are available in the literature [14] and work on fuzzy uncertainty importance measure is attempted by Utkin [15]. In this paper, a new approach is proposed in the fuzzy framework where uncertain parameters are ranked based on their contribution of uncertainty of system reliability. The proposed method is validated with comparative studies on a reliability problem and found that proposed fuzzy uncertainty importance measure is matching with probabilistic uncertainty importance measures.

2. Probabilistic Approach to Ranking Uncertain Parameters in System Reliability Models

The expression of the system reliability (or availability), $Y$, as a function of the component reliabilities ($X_i$) is written as:

$$Y = f(X_1, X_2, ..., X_n)$$

This relation can be obtained from fault tree analysis technique which denotes system failure logic with various failure combinations of one or more components. Due to scarcity or lack of data, it is not possible to exactly give a fixed value to the reliability of each of the components. In case of probabilistic approach, reliability of components is treated as a random variable represented by a probability distribution. Uncertainty in system reliability is obtained by propagating component uncertainties through Monte-Carlo simulation. But it is equally important to identify which component is contributing more uncertainty to system reliability as this information is required for effective management of uncertainty. This helps in identifying the components for which more information should be collected so that the uncertainty in the calculated system reliability can be reduced. In the probabilistic framework, various methods used for uncertainty
importance measures are just briefed here which will be subsequently used for comparison with the proposed method.

**a. Correlation Coefficient Method**

One fairly simple and straightforward method of ranking uncertain parameters is to calculate the sample correlation coefficient of the model prediction and each of the uncertain parameters, using the sample of output values and the corresponding sample of values for each input. Consider ‘m’ samples from the output and a single input, denoted as \( y_j, x_j \) for \( j = 1 \) to \( m \). The sample (or Pearson) correlation coefficient is computed from (2):

\[
r_{XY} = \frac{\sum_{j=1}^{m} (x_j - \bar{x})(y_j - \bar{y})}{\sqrt{\sum_{j=1}^{m} (x_j - \bar{x})^2 \sum_{j=1}^{m} (y_j - \bar{y})^2}}
\]

The correlation coefficient provides an estimate of the degree of linear relationship between the sample values of the model output and the input parameter. The sign of the coefficient tells us the direction of the relationship, and the absolute value of the coefficient indicates the strength of the relationship where -1 indicates a completely negative linear relation and +1 a completely positive linear relation.

**b. Variance Based Method**

Variance based techniques explain \( V_Y \), i.e. the variance of \( Y \), in terms of variances of the individual parameters or parameter groups. They identify the parameters that contribute to over all uncertainty in \( Y \) the most, as follows. \( V_Y \) can be written in terms of individual parameter and parameter group contribution as (3):

\[
V_Y = \sum_i V_i + \sum_{i < j} V_{ij} + \sum_{i < j < m} V_{ijk} + \ldots + V_{12...n}
\]

where \( n \) is the number of parameters, \( X_i \) denotes the \( i \)th parameter, \( E(Y|X_i = x_i^*) \) denotes the expectation of \( Y \) conditional on \( X_i \) having a fixed value \( x_i^* \). \( V_i = V(E(Y|X_i = x_i^*)) \) stands for the variance over all possible values of \( x_i \), and analogous definitions hold for the higher order terms.

First order global sensitivity indexes can be expressed using Eq. (3) as (4):

\[
S(x_i) = V_i/V_Y
\]

Parameters that have a higher contribution to the variance will have higher conditional variances \( V_i \) and therefore will have higher \( S(x_i) \). It is then taken as the uncertainty importance measure of the individual parameter \( x_i \).

3. **Proposed Method**

In fuzzy set theory based uncertainty analysis, component reliability is treated as a fuzzy number and the variability is characterized by the membership function. The membership function is usually assumed to be a triangular function \((a, b, c)\) and is treated as a possibility distribution. Several authors worked extensively in applying fuzzy set theory to system reliability analysis in assessing uncertainty in reliability models [7,8,14] However,
one of the major objectives in performing parameter uncertainty propagation is to rank the parameters with respect to their contribution to the uncertainty in the model output. Many measures are available in probabilistic approaches which are explained in the previous section. In the context of fuzzy reliability models, an algorithm is proposed here for characterizing uncertainty importance measures which is shown in Fig. 1.

Fuzzy uncertainty importance measure is introduced as:

\[
FUIM_i = \frac{Y_i^R}{Y_i^L},
\]

where \(Y_i^R\) is system model output, system unavailability (for repairable engineering systems unavailability is appropriate measure of reliability) with \(i^{th}\) component parameter value at the most pessimistic value (for \(\alpha=0\), upper value - \(c\)) and remaining components are as per the given membership functions. \(Y_i^L\) is unavailability with \(i^{th}\) component parameter value at the most optimistic value (for \(\alpha=0\), lower value - \(a\)) and remaining components are as per the given membership functions. Parameters that have higher value of above measure will contribute more uncertainty to the system unavailability.

\[
x_0 = \frac{\int_{-\infty}^{+\infty} xf(x)dx}{\int_{-\infty}^{+\infty} f(x)dx} = \frac{\int_{a}^{b} xf^L(x)dx + \int_{c}^{b} xf^R(x)dx}{\int_{a}^{b} f^L(x)dx + \int_{c}^{b} f^R(x)dx}
\]

\[
y_0 = \frac{\int_{0}^{1} (g^R(y) - g^L(y))dy}{\int_{0}^{1} (g^R(y) - g^L(y))dy}
\]

\[
D = \sqrt{x_0^2 + y_0^2}
\]

But \(FUIM_i\) is a fuzzy set and based on this it is difficult to rank the components as per their shape of membership function. Hence ranking of fuzzy numbers is required to compare the fuzzy uncertainty importance measures. Method proposed based on the centroid calculation and distance between origin and centroid is adopted here as it is more efficient than other methods [11, 16]. Centroid for a triangular fuzzy number can be calculated using Eqs. (6) and (7). The distance between centroid and origin denoted with \(D_i\) provides a measure of uncertainty importance as shown in Eq. (8). The distance \(D_i\) provides a measure of uncertainty importance. \(D_i\) has to be calculated for all the components of the system. Component having highest value of \(D_i\) is the most critical uncertain parameter. Now components will be ranked based on the value of \(D_i\) in the decreasing order as it is a crisp value.
Fig. 1: Algorithm for calculation of fuzzy uncertainty importance measures

4. Application to a Practical System

This section applies the proposed algorithm to a practical reliability problem [12]. The expression for the top event (failure probability or unavailability of the system) of the fault tree is the sum of minimal cut-sets as expressed in equation (9). All basic events of fault tree (components of system) are assumed to be mutually independent and log-normally distributed in probabilistic calculations and triangular membership functions in fuzzy framework with the same median and tail values (90% confidence bounds) as that of probability distribution. The component data is shown in Table 1.

\[ Y = f(X_1, X_2, ..., X_n) = X_1X_2X_3 + X_1X_2X_4 + X_1X_2X_5 + X_1X_3X_5 + X_2X_3X_4 + X_2X_3X_7 + X_3X_4X_5 + X_3X_6X_7 + X_4X_7 \]  

(9)
Table 1: Component data

<table>
<thead>
<tr>
<th>Component</th>
<th>Prob. approach (lognormal)</th>
<th>Fuzzy approach (triangular)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median Probability/frequency</td>
<td>90% error factor</td>
</tr>
<tr>
<td>1</td>
<td>2(initiat. event freq.)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3(initiating event)</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1e-3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2e-3</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>4e-3</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>5e-3</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>3e-3</td>
<td>2</td>
</tr>
</tbody>
</table>

In the probabilistic framework, two techniques as explained in section 2.1 and 2.2 are adopted here. In the first method, Monte Carlo simulation with $10^6$ iterations have been carried out which gave $10^6$ sample of inputs $(x_1, x_2, ..., x_7)$ and associated system output $(y_i)$, where 'i' denotes iteration number. Pearson correlation coefficient has been calculated with the Eq. (2) for each component. This coefficient provides a measure of how much each input contributes to the output uncertainty, larger the value higher the contribution. They are shown in Table 2 and ranked in the decreasing order.

In the second method also, simulation has been carried out for $10^6$ iterations and calculated variance $V_Y$ from the sample of $y_i$. As per Eq. (4), $V_i$ has to be calculated for each component. For all the components, first order global sensitivity index (Eq. (4)) has been calculated. Larger value of the index, uncertainty contribution will be larger.

Table 2: Comparison of results for uncertainty importance measures

<table>
<thead>
<tr>
<th>Component</th>
<th>Correlation Coefficient</th>
<th>Variance based Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_{XY}$</td>
<td>Rank</td>
<td>$V/V_Y$</td>
</tr>
<tr>
<td>1</td>
<td>0.187</td>
<td>6</td>
<td>0.036</td>
</tr>
<tr>
<td>2</td>
<td>0.574</td>
<td>1</td>
<td>0.34</td>
</tr>
<tr>
<td>3</td>
<td>0.1238</td>
<td>7</td>
<td>0.017</td>
</tr>
<tr>
<td>4</td>
<td>0.296</td>
<td>4</td>
<td>0.088</td>
</tr>
<tr>
<td>5</td>
<td>0.4147</td>
<td>3</td>
<td>0.178</td>
</tr>
<tr>
<td>6</td>
<td>0.4631</td>
<td>2</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>0.2247</td>
<td>5</td>
<td>0.049</td>
</tr>
</tbody>
</table>

In the fuzzy framework, a new algorithm proposed in section 3 has been applied and compared with the probabilistic methods. $D_i$ has to be calculated for each component, which gives uncertainty importance measure. For components having higher value of $D_i$, uncertainty contribution will be larger. Ranks have been obtained based on the calculated $D_i$ values of all components. They are shown graphically in Fig. 2. Ranking based on the proposed approach is exactly matching (see Table 2) with the conventional probabilistic approaches. The proposed method is very simple and also computational effort required is less compared with the probabilistic methods. Thus, in the fuzzy reliability models, the proposed algorithm is able to rank the components based on their uncertainty contribution.
5. Conclusions

Uncertainty importance measures play an important role in the management of uncertainty by identifying those sources of uncertainty having greatest impact on system reliability. By collecting more information for critical uncertain parameters, uncertainty in system reliability can be reduced. Reduction of uncertainty in system reliability results will improve confidence in the reliability studies for decision making. In this paper, a method has been proposed in the fuzzy framework to rank the components based on their uncertainty contribution to the overall uncertainty of system reliability. It has been compared with probabilistic methods (Pearson correlation coefficient and variance based methods) with the help of a practical system in the literature. It is found that proposed method is in good agreement with probabilistic methods and also involves very simple calculations.
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